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Abstract

We report a measurement of the charge asymmetry in top-quark pair production using
139 fb−1 of proton-proton collision data collected at the centre-of-mass energy of 13 TeV
by the ATLAS experiment. Events are reconstructed in the so-called resolved topology
and in a topology with highly boosted top quarks. Both topologies are combined and
a fully bayesian unfolding method is used to correct for limited detector acceptance
and resolution. The charge asymmetry is measured inclusively and differentially as a
function of the top-quark pair mass and longitudinal boost. The measured values are
in good agreement with the Standard Model NNLO in QCD + NLO in EW predictions
and a non-zero inclusive asymmetry is observed at a 4σ confidence level.

Keywords: top quark, charge asymmetry, fully bayesian unfolding, ATLAS
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Abstrakt

Prezentujeme meranie nábojovej asymetrie v produkcii top kvarkových párov s použitím
139 fb−1 protón-protónových zrážok pri ťažiskovej energii 13 TeV zozbieraných expe-
rimentom ATLAS. Udalosti sú rekonštruované v tzv. resolved topológii a v topológii
s vysokými top-kvarkovými hybnosťami. Obidve topológie sú skombinované a metóda
plne bayesovskej dekonvolúcie je použitá s cieľom zohľadniť limitované detektorové
rozlíšenie a akceptanciu. Nábojová asymetria je odmeraná inkluzívne a diferenciálne
ako funkcia hmotnosti a pozdĺžnej hybnosti top-kvarkového páru. Namerané hodnoty
sú v dobrej zhode s predpoveďami Štandardného modelu na NNLO v QCD + NLO v
EW úrovni a nenulová inkluzívna asymetria je pozorovaná na úrovni spoľahlivosti 4σ.

Kľúčové slová: top kvark, nábojová asymetria, plne bayesovská dekonvolúcia, AT-
LAS
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Introduction

The discovery of the Higgs boson in 2012 by the experiments ATLAS and CMS at the
Large Hadron Collider (LHC) was the last big step to complete the Standard Model
(SM) theory verification. The SM describes the phenomena of all known elementary
particles and the interactions between them. For over 50 years it has demonstrated an
unprecedented success in providing theoretical predictions for a huge number of phy-
sical experiments and measurements. Up to now there are no significant discrepancies
between data and the SM predictions.

Nevertheless, the SM leaves some phenomena unexplained and certainly it is not a
complete theory. The existence of the dark matter and the dark energy, the absence of
gravitational interaction in the SM and the matter-antimatter asymmetry are among
the biggest problems of the SM. Additionally, several of the SM features are considered
to be unnatural, e.g. the large number of free parameters or the so-called hierarchy
problem.

To solve these problems, a large number of Beyond the Standard Model (BSM)
theories have been developed through decades. Most of them, including popular super-
symmetry (SUSY), predict the existence of new, yet undiscovered elementary particles.
Hence, most of the BSM physics searches focus on direct or indirect signs of possible
new particles.

The forward-backward and charge asymmetry (AFB, AC) in heavy quark production
are among the promising fields for indirect BSM physics searches. These phenomena
occur only through higher-order diagrams and they are affected by contributions from
not only the SM particles but also from the possible BSM particles. A significant
deviation of the observed values from the SM prediction would be a serious evidence
of BSM physics.

A number of experiments studying AFB and AC in heavy quark pair (particularly
top-quark pair) production has been carried out at the Tevatron by the CDF and
DØ experiments and also at the LHC by ATLAS and CMS. The first Tevatron results
showed excesses up to 4 standard deviations from the SM predictions and caused a lot
of excitement. However, after adding additional data and improving the theoretical
predictions the latest Tevatron results are now in a good agreement with the SM.
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INTRODUCTION

Similarly, the first LHC results are perfectly compatible with the SM expectations.
The LHC continues to provide new data to further improve the precision and limits

of the AC measurements. The main goal of this PhD thesis is to measure the AC

inclusively and differentially as a function of the top-quark pair mass and longitudinal
boost using 139 fb−1 of proton-proton collision data collected by the ATLAS experiment
at
√
s = 13 TeV.

The SM and the top-quark physics are briefly described in Chapters 1 and 2, res-
pectively. The forward-backward and charge asymmetries are discussed in Chapter 3,
where also previous measurements of these quantities are summarised. The ATLAS
experiment, together with the LHC, is described in Chapter 4. Chapter 5 provides
definitions of the physics objects used in the measurement. In Chapter 6 the data and
simulated samples are summarised. Chapter 7 is dedicated to the event selection and
reconstruction, and the unfolding procedure is elaborated in Chapter 8. The systematic
uncertainties affecting the measurement are summarised in Chapter 9. Finally, the
results can be found in Chapter 10.

2



Chapter 1

Standard Model

The Standard Model (SM) is a theory describing all known elementary particles and
the interactions between them: the electromagnetic, weak and strong. Gravitational
interaction is not included in the SM. The SM was developed in stages in the 1960s
and the 1970s and consists of two main parts: the electroweak (EW) theory [1, 2]
unifying the electromagnetic and weak interactions and the quantum chromodynamics
(QCD) [3] describing the strong interaction.

1.1 Historical Overview

1.1.1 Electroweak Theory

The first big step towards formulation of a unified theory of electromagnetic and weak
interactions was made by Glashow in 1961 [4] by the proposal of a gauge theory based
on an SU(2)× U(1) symmetry group. This model predicted an existence of weakly
interacting neutral currents mediated by a Z0 gauge boson, which was added to the
previously theorized W± bosons and the photon γ0. With these four gauge bosons it
was possible to mathematically describe why the weak interactions violate the parity
conservation [5] while the electromagnetic interactions do not. Independently, Salam
and Ward proposed a very similar theory in 1964 [6]. Nevertheless, in these gauge
theories non-zero masses of the W and Z bosons had to be inserted by hand and
there was no theory explaining their origin. Eventually, in 1967 Weinberg [1] and
Salam [2] independently managed to incorporate the Higgs mechanism [7, 8] into the
Glashow’s theory. The Higgs mechanism explained masses of the W and Z boson
through spontaneous symmetry breaking and thus completed the EW theory.

Experimentally, the EW theory was largely confirmed in 1973 by the discovery of
the weak neutral currents [9] by the Gargamelle experiment [10] at CERN1. The W+

and W− bosons were discovered in 1983 by the UA1 and UA2 experiments at the

1Conseil Européen pour la Recherche Nucléaire, The European Organization for Nuclear Research.
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STANDARD MODEL

SPS accelerator at CERN in proton-antiproton collisions at
√
s = 540 GeV [11, 12].

After only few months, the same experiments announced also the discovery of the Z
boson [13,14].

1.1.2 Quantum Chromodynamics

A large number of strongly interacting particles discovered in 1950s and 1960s lead
to hypotheses that these might actually be compound particles. In 1961 Gell-Mann
classified known mesons and baryons according their quantum numbers in a theory
known as the ’eightfold way’ [15]. This theory succeeded in predicting the existence
and properties of the missing Ω− baryon which was discovered in 1964 [16]. In the
same year Gell-Mann proposed [17] existence of three quarks as a fundamental ex-
planation of the ’eightfold way’. Independently, Zweig developed [18] a very similar
model. However, these theories required three identical fermions to be in a single quan-
tum state, violating the Pauli exclusion principle [19]. In reaction, Greenberg [20] and
Nambu [21] independently proposed an additional quantum number originating from
the SU(3) gauge symmetry. At the same time, this would lead also to existence of an
octet of gluons as mediators of the strong interaction. The QCD as a field theory was
finalised in 1973 [3] and the new quantum number (colour2) was recognised as a source
of the strong interaction. In the same year there was a discovery of the asymptotic
freedom [22, 23], which is together with the colour confinement [24] among the main
properties of the QCD.

The QCD theory was largely confirmed in 1979 by the discovery of gluons at the
PETRA accelerator at DESY3 in Hamburg [25].

1.2 Elementary Particles in the Standard Model

In this section the main properties of the SM particles are described. An overview of
all known elementary particles is shown in Figure 1.1. Elementary particles can be
divided into two main groups: fundamental fermions with spin 1/2 and elementary
bosons with integer spins.

Fundamental fermions are sometimes referred to as particles of matter and can be
divided into three generations. Between the generations, particles differ by mass and
the flavour quantum number, while the other quantum numbers are equal. Only parti-
cles of the first generation form the matter in the universe. Particles of the second and
third generation existed abundantly in the earliest moments of the universe after the
Big Bang but quickly decayed into particles of the first generation. To all elementary
fermions there is a corresponding antiparticle with the same properties such as mass

2The name ’colour’ was chosen due to some similarities with real colour, as will be discussed in Section 1.2.1.
3Deutches Elektronen-Synchrotron (German Electron Synchrotron).
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Standard Model of Elementary Particles
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Figure 1.1: Table of elementary particles in the SM.

and decay width, but with inverted quantum numbers and charges. Due to the vio-
lation of the baryon symmetry slightly more particles than antiparticles were created
after the Big Bang. All antiparticles were annihilated in interactions with particles and
only the excessive particles form the universe. Nevertheless, particles of the second and
third generation, as well as antiparticles, can still be produced in high energy collisions,
e.g. in particle accelerators.

Fundamental fermions can be classified into quarks and leptons, depending on how
they interact. Quarks carry colour charge and interact via the strong interaction while
leptons have no colour. All fundamental fermions interact via the electroweak interac-
tion.

Bosons in the SM can be divided into gauge (vector) bosons with spin one and the
scalar Higgs boson with spin zero. Gauge bosons mediate interactions: electromagnetic
interaction is mediated by photons γ0, weak interaction by the W± and Z0 bosons and
strong interaction is mediated by gluons g0. The Higgs boson is a quantum excitation
of the Higgs field, related to the mechanism through which particles acquire mass.
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STANDARD MODEL

1.2.1 Quarks and Hadrons

Quarks are strongly interacting fermions. Strong interaction exhibits a property of
colour confinement [24] and quarks cannot be isolated. Instead, quarks form hadrons
– colourless bound states of two or three valence quarks, called mesons and baryons,
respectively. As a first approximation, baryons consist of three quarks (which are in
colour states red, green and blue) or three antiquarks (antired, antigreen and antiblue).
Mesons are always bound states of a quark and an antiquark with opposite colour
charges. The up-type quarks (up, charm and top) have an electric charge4 of +2/3 and
the down-type quarks (down, strange, bottom) of −1/3. Two up quarks and a down
quark form a proton and two down quarks with one up quark form a neutron.

However, all hadrons are rather complex objects with a so-called sea of virtual
quark-antiquark pairs generated by gluons mediating the strong interaction between
the valence quarks. Valence quarks, sea quarks and gluons are collectively referred
to as partons. The inner structure of hadrons can be studied through deep inelastic
scattering5 with leptons. Mostly, the proton structure is studied by interactions with
electrons. The resolving power in deep inelastic collisions increases with the momentum
transfer Q. The inner structure of a proton is then described by the so-called parton
distribution functions (PDFs) f(x,Q2) which are proportionate to probability densities
to find a parton carrying the proton momentum fraction x at a squared energy scale
Q2. The PDFs are typically presented normalised so that

∑
i

∫
xfi(x,Q

2)dx = 1,
where i stands for different partons (gluons and different quark flavours), as shown
in Figure 1.2. At low Q2 values the valence quarks are dominant while at high Q2 a
large fraction of the proton momentum is carried by other partons, the sea quarks and
mainly gluons.

Protons and neutrons are the only stable hadrons6 and form the nuclei of all atoms in
the universe. All other hadrons are unstable and depending on their quark composition
they can decay weakly, strongly and also electromagnetically. The hadron lifetimes
range from ≈ 10−24 s to ≈ 10−8 s [26]. Typically, hadrons decaying strongly and
electromagnetically have shorter lifetime by several orders of magnitude than those
decaying only through the weak interaction.

The up, down and strange quarks are collectively referred to as light quarks while
charm, bottom and top quarks are denoted as heavy quarks. Light hadrons are hadrons
without any heavy valence quark and the whole QCD theory was developed by studying

4Throughout this thesis all values of electric charge are in units of the elementary electric charge,
e = 1.602176634× 10−19 C.

5In deep inelastic collisions hadrons no longer interact as single particles. Instead, the scattering occurs on
the individual partons which interact as free particles.

6Neutrons are stable only when bound in an atomic nucleus, otherwise they are subject to β− decay with
a lifetime of ≈ 880 s [27].
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Figure 18.5: The bands are x times the unpolarized (a,b) parton distributions
f(x) (where f = uv, dv, u, d, s ≃ s̄, c = c̄, b = b̄, g) obtained in NNLO NNPDF3.0
global analysis [56] at scales µ2 = 10 GeV2 (left) and µ2 = 104 GeV2 (right), with
αs(M

2
Z) = 0.118. The analogous results obtained in the NNLO MMHT analysis can

be found in Fig. 1 of Ref [55]. The corresponding polarized parton distributions are
shown (c,d), obtained in NLO with NNPDFpol1.1 [15].
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Figure 1.2: Proton parton distribution functions multiplied by the proton momentum fraction

x at Q2(= µ2) values of 10 GeV2 and 10000 GeV2. The figure is taken from Ref. [26].

their properties. In 1974, two experiments in Brookhaven and at SLAC7 independently
proved the existence of the fourth quark by discovering the J/Ψ meson, bound state
of the charm and anticharm quarks [28, 29]. The fifth quark, the bottom quark, was
discovered in 1977 at Fermilab8 [30] in Chicago. Finally, the top quark was discovered
in 1995 [31,32] by the CDF [33] and DØ [34] experiments at the Tevatron [35] collider
at Fermilab. The top quark is the only quark that decays before hadronisation and
there are no hadrons with a valence top quark. The top quark properties are described
in detail in Chapter 2.

As a consequence of the colour confinement, strongly interacting particles (quarks
and gluons) manifest themselves in high energy physics (HEP) experiments as showers
of hadrons, so-called jets [36]. Jets can be labelled depending on which particle was
the primary source of the hadron shower, e.g. gluon jets, light jets, c-jets or b-jets.
From the experimental point of view it is very challenging to determine the flavour of
the primary particle from the topology of the hadron shower. However, there are some
signatures than can increase the probability of correct jet tagging. For example, many
mesons containing a valence b quark have a lifetime sufficient to travel a non-negligible
distance in the detector tracking system before decaying. As a consequence, many
b-jets have a so called secondary vertex within the jet, which corresponds to the point
where the short-lived b-hadron decayed.

7Stanford Linear Accelerator Center.
8Fermi National Accelerator Laboratory.
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1.2.2 Leptons

Leptons can be divided into charged leptons (electron e, muon µ and tau τ) with
electric charge of −1 and neutrinos, which are not electrically charged and interact
only via the weak interaction.

The electron was discovered as a first fermion already in 1897 by Thomson [37]
and the corresponding antiparticle, the positron, was discovered in 1932 by Ander-
son [38]. Electrons are present in all atoms and have a very small mass of only around
511 keV9 [26]. As a consequence, electrons are often ultrarelativistic10 in HEP ex-
periments which can be used for their identification by Cherenkov [39] or transition
radiation [40] detectors.

Muons are ≈ 200-times heavier than electrons and were discovered in 1930s. Muons
decay via the weak interaction and have a lifetime of around 2.2 µs [26], see Figure 1.3.
In the conditions at HEP experiments muons are considered stable. Due to relatively
large mass muons have very small ionization losses when passing through the detector
material. This can be used for their identification, since they are the only particles
(except neutrinos) which can penetrate through calorimeters.

The tau lepton τ was discovered in 1977 at SLAC [41]. Tau leptons have a mass of
around 1.8 GeV and thus can decay also into hadrons with a branching ratio BR ≈ 65%

[26]. The leptonic decays are suppressed, with BR ≈ 18% and BR ≈ 17% for decays
into muon and electron, respectively. With a mean lifetime of around 2.9×10−13 s [26]
the tau leptons are challenging from the experimental point of view and can be observed
only indirectly through their decay products.

W−
µ

νµ

e

ν̄e

1

(a) Muon decay.

W−

τ

ντ

e/µ/d

ν̄e/ν̄µ/ū

1

(b) Tau decay.

Figure 1.3: Feynman diagrams for muon and tau decays.

The existence of neutrinos was hypothesized in 1930s in an attempt to explain the
continuous energy spectrum in beta decays. Although initially considered undetectable,
the electron neutrino νe was discovered in 1956 using inverse beta decay and a large
neutrino flux from a nuclear reactor [42]. The muon neutrino νµ was detected in
1962 [43] and the tau neutrino ντ wasn’t observed until 2000 when its discovery was
announced by the DONUT experiment at Fermilab [44].

9Throughout this thesis natural units ~ = c = 1 are used.
10p� m.
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The SM initially predicted massless neutrinos, but the phenomenon of neutrino
oscillations discovered in 1998 [45] suggests they do have mass, although below the
detection limits of the current experiments (. 2 eV for νe [26]). Neutrinos interact only
weakly and are difficult to study experimentally due to extremely small cross-sections.
The dedicated neutrino experiments are often very large in volume to increase the
probability of neutrino interactions, e.g. the IceCube [46] and Baikal [47] experiments.
In HEP experiments neutrinos manifest themselves indirectly as missing momentum
in the transverse plane.

1.2.3 Gauge Bosons

Photons γ are mediators of the electromagnetic interaction. The connection between
light and electromagnetism was for the first time proposed by Maxwell in 1865 [48].
In 1905, Einstein suggested [49] that some phenomena such as the photoelectric effect
could be explained by the existence of discrete light quanta, which seemed to be con-
tradicting the generally accepted wave theory of light. The corpuscular nature of light
was confirmed by a series of experiments conducted by Millikan [50]. In 1927, Dirac de-
veloped a quantum theory in which electromagnetic interaction was performed through
emission and absorption of radiation [51]. The quantum electrodynamics (QED) as a
quantum theory of electromagnetism was finalised in late 1940s by the understanding of
the renormalisation procedure [52]. Photons are massless and in the HEP experiments
they lose most of their energy by creating electron-positron pairs and thus forming an
electromagnetic particle shower.

The mediators of the weak interaction, the W± and Z0 bosons, were discovered
in 1983 [11–14], as mentioned already in Section 1.1.1. Precise properties of the W
and Z bosons, such as cross section, mass, decay width, branching ratios, couplings
to fermions etc., were extensively studied at the LEP [53] electron-positron collider at
CERN without observing any significant deviations from the SM predictions [54, 55].
The W and Z bosons are among the heaviest elementary particles, with masses of
approximately 80.4 and 91.2 GeV, respectively [26]. Both bosons have a very large
decay width of approximately 2.1 and 2.5 GeV for the W and Z bosons, respectively
[26], and can be observed only through their decay products.

The W boson decays either leptonically to charged lepton and the corresponding
antineutrino with a BR ≈ 11% for each lepton flavour, or hadronically into quark and
an antiquark with a BR ≈ 68% [26]. The probabilities of decaying into certain quark
and antiquark flavours are defined by the Cabbibo-Kobayashi-Maskawa (CKM) matrix,
sometimes referred to as quark mixing matrix [26, 56, 57]. In short, the probabilities
that the W boson decays into quarks of the same generation (e.g. ud̄ or cs̄) are much
larger than the probabilities of decaying into quarks belonging to different generations

9
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(e.g. ub̄ or cd̄). The top quark is the only quark which is kinematically forbidden to
appear in the W boson decay.

The Z boson decays into fermion-antifermion pairs where both decay products have
to be of the same flavour. All fermions are kinematically allowed, except the massive
top quark. The hadronic decay mode is the dominant one with a total BR ≈ 70%,
followed by the decay into neutrinos with a BR ≈ 20% [26], which is invisible for the
HEP experiments. The decay into charged leptons has an overall BR ≈ 10% and the
probabilities of decaying into the individual lepton flavours are approximately equal.

Gluons, the massless gauge bosons related to the strong interactions, are specific
due to the fact that they are coloured – they carry the charge of the interaction they
mediate. The QCD theory with an SU(3) colour symmetry leads to an octet of gluons
having linearly independent combinations of colours and anticolours.

The SM allows for the existence of the so-called glueballs, colourless bound states
of two or three gluons [58]. From the experimental point of view, search for glueballs
is very challenging since they are expected to behave similarly to neutral mesons.
There are some experiments claiming the observation of glueballs at energies in range
of ≈ 0.5 − 3 GeV [59, 60] but these measurements were not yet confirmed and the
existence of glueballs remains an open question of the QCD theory.

1.2.4 Higgs Boson

In 2012 the ATLAS [61] and CMS [62] experiments at the LHC at CERN announced the
discovery of a particle with properties as expected for the Higgs boson, the last missing
SM particle [63, 64]. Higgs boson with mass of around 125 GeV [26] is a quantum
excitation of the Higgs field, which is special by having non-zero vacuum expectation
value, ν = 246 GeV [26]. Gauge bosons gain mass through the Higgs mechanism [7, 8]
and fermions gain mass proportionately to their Yukawa coupling to the Higgs field.
The values of the Yukawa couplings are spread over several orders of magnitude – the
top quark is approximately 105 times more massive than the electron. Finally, the
Higgs boson also gains mass by the self-interaction with its own field.

Width a decay width of around 4 MeV [26] the Higgs boson can be studied only
through its decay products. The most important decay modes are summarized in Fig-
ure 1.4. From the experimental point of view, some of the decay channels including the
dominant H → bb̄ are very challenging due to large background from other processes.
For the discovery of the Higgs boson and for the most precise measurements of the
Higgs boson properties the H → γγ and H → ZZ → `+`−`+`− decay channels are
used.

10
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Figure 1.4: Higgs boson decay modes and branching ratios.

1.3 Beyond the Standard Model

Through decades, hundreds or even thousands of measurements were carried out in
order to test the SM predictions. Out of these, vast majority demonstrated perfect
agreement between the theory and experiments. Nevertheless, despite tremendous
success of the SM predictions, it is generally accepted that the SM is not a complete
theory.

1.3.1 Problems of the Standard Model

In this section the most important problems of the SM are briefly described.

Gravity. There is no quantum theory of gravity and no connection between the SM
and the general theory of relativity [65].

Dark Matter and Dark Energy. Cosmological observations, such as galaxy rotation
curves [66] and gravitational lensing [67], suggest the existence of the so-called dark
matter [68]. Dark matter is expected to account for around 22% of the total energy in
the universe (Figure 1.5) and the SM has no explanation for its origin. Moreover, the
so-called dark energy is expected to be responsible for the inflation of the universe [69].
The dark energy contributes by around 70% to the total energy in the universe but
very little is known about its nature.

Matter-Antimatter Asymmetry. To explain the relatively large asymmetry between
matter and antimatter in the early stages of the universe the three Sakharov conditions
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Figure 1.5: Energy distribution in the universe. The SM explains only around 4%.

have to be fullfilled [70]. These include baryon number violation which is not allowed
in the SM.

Theoretical Problems. Several properties of the SM are considered unnatural, e.g.
quantum corrections to the Higgs boson mass are about 1017 times larger than actual
Higgs boson mass. The corrections can be removed by renormalisation procedure but
’fine tuning’ is required since Higgs boson mass is obtained as a result of subtraction
of two numbers of the order of 1019 (the so-called hierarchy problem [71]). The SM
has also a large number of free parameters, up to 26 in the ’full’ version with neutrino
masses and strong CP violation. The SM is also incapable of unifying the fundamental
interactions.

1.3.2 Beyond the Standard Model Theories

A large number of various theories has been developed in order to solve the problems
mentioned above. In general, vast majority of the BSM theories predict the existence
of new, yet undiscovered elementary particles. In this section only some of the most
promising ideas are mentioned.

Supersymmetry. The supersymmetric theories (SUSY) [72, 73] propose a new sym-
metry between fermions and bosons. To each of the SM fermions and bosons there
would be a superpartner, boson and fermion, respectively. Due to spontaneous breaking
of the supersymmetry the superparticles would differ in mass from their SM partners.
The SUSY is capable of explaining the dark matter, it elegantly solves the hierarchy
problem and achieves a unification of the fundamental interactions at the scale of the
grand unification energy of ΛGUT = 1016 GeV. One of the disadvantages of the SUSY
is that even in the so-called Minimal Supersymmetric Standard Model (MSSM) it con-
tains even much more free parameters (> 100) than the SM. Before launching the LHC
the SUSY was among the most promising BSM theories, but since no superparticles
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were discovered it has recently become less popular.

Extra Dimensions. A number of BSM models utilise the idea of the existence of more
than 3+1 dimensions which form the observed spacetime. The new dimensions might
be compactified – circular and very small – and thus not directly observable. For the
first time this idea was introduced by Kaluza in 1921 in an attempt to unify gravity and
electromagnetism [74]. In 1926 Klein added a quantum interpretation to the Kaluza’s
theory and suggested the properties of the compactified fifth dimension [75]. Other
ideas work with relatively large (up to 1 mm) extra dimensions (LED) and explain the
weakness of gravity as a consequence of its penetration into the extra dimensions [76].
The LED theories predict the existence of micro black holes that could be created
at the LHC; however, no such evidence was observed and the experiments strongly
constrain the LED scenarios. String theories, which consider elementary particles as
one-dimensional objects instead of point-like particles, also work with multiple dimen-
sions, e.g. the M-theory considers 11 dimensions [77].

Technicolour and Compositeness A number of theories are based on the idea that at
least some of the SM particles might not be elementary, but composite particles made
of even smaller building blocks. The technicolour theories [78] propose an alternative
to the Higgs mechanism by introducing a new gauge interaction and new fermions.
According to the technicolour models there would be no elementary Higgs boson and
thus no hierarchy problem. Although the Higgs-like boson was discovered in 2012, the
technicolour models are able to incorporate this particle and are not yet completely
ruled out. Another set of theories, the preon models, attempt to describe all of the
SM particles as composite particles made of even smaller particles that would be truly
elementary, the so-called preons [79].
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Chapter 2

Top Quark

The very large mass of the top quark of around 173 GeV [26] and the Yukawa coupling
yt ≈ 1 indicate that the top quark might have a special role in the SM and possibly
also in the theories beyond the SM. The question of the vacuum stability [80] is also
directly linked to the top-quark mass. The top-quark decay width Γt = 1.32 GeV [81]
is much larger than the ΛQCD ≈ 200 MeV scale related to hadronisation. Thus, the
top quark decay can be safely described in perturbative theory and the top quark
properties such as spin information are directly passed to the decay products, offering
a unique opportunity to study a ’bare’ quark.

2.1 Top Quark Production

Neglecting very rare processes, top quarks can be experimentally produced either indi-
vidually (single top) or in top-antitop pairs. The top-quark pair production via strong
interaction has a significantly higher cross section at both the Tevatron and the LHC.
The electroweak single top quark production is challenging not only due to smaller
cross section but also due to large contamination from background processes.

2.1.1 Top-Quark Pair Production

The theoretical value for the top-quark pair production cross section in proton-proton
collisions at

√
s = 13 TeV is σtt̄ = 832+40

−46 pb, assuming the top-quark mass mtop =

172.5 GeV [82, 83]. It has been calculated at next-to-next-to leading order (NNLO)
in QCD including next-to-next-to leading logarithmic (NNLL) soft gluon terms. The
uncertainty originates from variations of the factorisation and renormalisation scales,
as well as from PDFs. A dependence of the tt̄ pair cross section as a function of the
centre-of-mass (CM) energy is shown in Figure 2.1. The top-quark pair cross section
measurements [84–87] are in good agreement with the SM predictions.

There are two dominant top-quark pair production modes at hadron colliders: the
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Figure 2.1: Overview of the LHC and Tevatron top-quark pair cross section as a function of the

centre-of-mass (CM) energy. The measurements are compared to the theoretical predictions

and measurements at the same CM energy are slightly offset for clarity. The figure is taken

from Ref. [88].

quark-antiquark annihilation qq̄ → tt̄ and the gluon fusion gg → tt̄. At the Tevatron
in proton-antiproton collisions at

√
s = 1.96 TeV the quark-antiquark annihilation was

largely dominating and the gluon fusion contributed by only ≈ 15%. In the proton-
proton collisions at higher CM energies at the LHC it is the other way around, with
≈ 90% of the tt̄ events being created by the gluon fusion and only around 10% through
the quark-antiquark annihilation at

√
s = 13 TeV. A small fraction of tt̄ pairs is also

created through gluon excitation, the higher-order quark-gluon interaction qg → tt̄X.
The Feynman diagrams of the leading order (LO) tt̄ production are shown in Figure 2.2.

2.1.2 Single Top Quark Production

The electroweak single top quark production was observed for the first time in 2009 by
the by the CDF and DØ experiments [89, 90]. There are three main single top quark
production channels: the t-channel, the Wt-channel and the s-channel. Examples of
the corresponding LO Feynman diagrams are shown in Figure 2.3. In the t-channel,
an initial state b quark exchanges a virtual W boson with a light quark and transforms
into the top quark. The Wt-channel is an associated production of the W boson and
the top quark. Finally, the s-channel is a production of the top quark and the b̄ quark
through an intermediate W boson. Various BSM theories predict different effects in
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Figure 2.2: The LO Feymnan tt̄ production diagrams. Quark-antiquark annihilation (top)

and gluon fusion (bottom).

the individual production channels [91] which motivates their precision measurements.
Single top quark production also offers a possibility to measure directly the |Vtb| element
of the CKM matrix.
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Figure 2.3: Examples of the LO single top quark production Feynman diagrams. The t-

channel (left), the Wt-channel (middle) and the s-channel (right).

Assuming the top-quark mass mt = 172.5 GeV the total (single top and single
antitop) production cross sections in pp collisions at

√
s = 13 TeV at approximate

NNLO in QCD are 217+9
−8 pb, 72±4 pb and 10.3±0.4 pb for the t-,Wt- and s-channels,

respectively [82, 83]. An overview of the single top quark production cross section
measurements is presented in Figure 2.4.

2.2 Top Quark Decay

According to the quark mixing CKM matrix [26, 56, 57] the top quark decays into a
W boson and a b quark with a probability of ≈ 99.8%. The other possibilities are the
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2. Cross sections of the canonical channels 
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The electroweak t-channel mode of production ( Fig. 1 , left) being the most abundant is also the most studied. This is 
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tions have been calculated at next-to-next-to-leading order (NNLO) in quantum chromodynamics (QCD) [24] and at next-to- 
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of various parameters can be performed with the HATHOR v2.1 program at NLO [25,26] . At the Tevatron, the inclusive cross 

section has been measured at 1.96 TeV [27] by CDF and D0 in p ̄p collisions [27] . 

At the LHC, inclusive t-channel cross sections have been measured at 7 TeV [28,29] and 8 TeV [30] by ATLAS and CMS. 

All these analyses enhance the t-channel signal by selecting events with one isolated electron or muon, significant missing 

Figure 2.4: Overview of the LHC and Tevatron single top-quark cross section as a function of

the CM energy. The measurements are compared to the theory predictions and measurements

at the same CM energy are slightly offset for clarity. The figure is taken from Ref. [92].

decays into the W boson and the s quark or the W boson and the d quark. However,
these are bellow detection limits of the current experiments and typically are neglected.

Depending on the decay of the twoW bosons, there are three main decay channels in
top-quark pair events: the all-hadronic channel with BR ≈ 45.7%, the lepton+jets (sin-
gle lepton) channel with BR ≈ 43.8% and the dilepton channel with BR ≈ 10.5% [56].
Graphically, the tt̄ branching ratios are shown in Figure 2.5.
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Figure 2.5: Top-quark pair decay channels and the corresponding branching ratios.
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2.2.1 All-Hadronic Channel

In the all-hadronic channel both W bosons decay hadronically into qq̄ pairs: tt̄ →
W+bW−b̄→ bb̄qq̄qq̄. With the BR ≈ 45.7% it is the dominating decay channel but at
the same time it is challenging from the experimental point of view.

If the tt̄ invariant mass is not very high (m(tt̄) . 1 TeV) each quark can be ex-
perimentally observed as a jet. This corresponds to the so-called resolved all-hadronic
topology, shown in Figure 2.6. Even in an ideal case when the six final state quarks
are observed as six jets it is very challenging to assign them correctly to the corre-
sponding top quarks. Additionally, experiments have to cope with many background
multijet processes that are difficult to distinguish from the all-hadronic tt̄ final state.
Nevertheless, several measurements were successfully performed in the all-hadronic tt̄
decay channel using the resolved topology, e.g. top-quark mass measurements by the
ATLAS and CMS experiments [93,94].

An interesting alternative is the so-called boosted topology which can be used to
study tt̄ pairs with high invariant mass (m(tt̄) & 750 GeV). If the top quarks are
produced with large momenta, the top quark decay products are collimated and instead
of six jets two back-to-back ’large’ jets might be observed. In the boosted all-hadronic
topology there is no problem with combinatorial background and with the advanced
boosted top tagging techniques [95] it is also possible to reduce the background from
QCD processes to an acceptable level. However, at the LHC at

√
s = 13 TeV the

number of tt̄ events passing the boosted event selection is by an order of magnitude
smaller than the number of events passing the resolved event selection and the boosted
all-hadronic measurements suffer from large statistical uncertainties. An example of a
measurement using the all-hadronic boosted event selection can be found in Ref. [96].
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Figure 2.6: Two of the possible experimental signatures of the all-hadronic tt̄ decay channel:

The resolved all-hadronic topology (left) and the boosted all-hadronic topology (right).
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2.2.2 Lepton+Jets Channel

In the lepton+jets (`+jets) channel, sometimes also called single lepton channel, one
W boson decays hadronically and the second W boson decays into leptons: tt̄ →
W+bW−b̄→ bb̄qq̄`ν̄`. The charged lepton ` in principle might be either electron, muon
or tau. However, the tau lepton is unstable with a very short lifetime and mostly decays
into hadrons, as discussed in Section 1.2.2. Experiments typically do not attempt to
reconstruct hadronically decaying tau leptons and throughout this thesis the ` stands
for either electron or muon, although it also might be a decay product of the tau lepton.

For many measurements the `+jets channel is the most important decay channel
in which the smallest uncertainties on the measured quantities can be obtained and
it is also the decay channel which is investigated in this thesis. The `+jets channel
benefits from large branching ratio, BR ≈ 43.8%. At the same time, the isolated lepton
together with missing transverse momentum are important signatures that strongly
suppress multijet background processes.

Similarly to the all-hadronic channel, the `+jets events can be also reconstructed
in either resolved or boosted topology. Both topologies are shown in Figure 2.7. The
resolved topology has a larger acceptance but cannot be used to study tt̄ events with
large invariant mass; for the boosted topology it is the other way around. Typically,
above ≈ 1 TeV it is more efficient to reconstruct tt̄ events in the boosted topology.
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Figure 2.7: Two of the possible experimental signatures of the `+jets tt̄ decay channel: The

resolved `+jets topology (left) and the boosted `+jets topology (right). Neutrino is observed

indirectly as missing momentum in the transverse plane.

In the resolved topology it is necessary to cope with the combinatorial background
when assigning the jets to the corresponding top quarks, but the problem is much sim-
plified with respect to the all-hadronic channel. In both topologies it is also necessary
to reconstruct the neutrino kinematics. Algorithms which can be used for the event
reconstruction in the `+jets channel are described in detail in Section 7.2.
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2.2.3 Dilepton Channel

In the dilepton channel both W bosons decay into leptons: tt̄→ W+bW−b̄→ bb̄`ν̄``ν̄`,
where ` stands for electron or muon, although the leptons also might be decay products
of the tau lepton. Depending on the lepton flavours the dilepton channel can be divided
into three sub-channels: e+e−, µ+µ− and e+µ−/e−µ+, typically simplified to ee, µµ
and eµ channels. The eµ channel is the most important from the experimental point
of view, since requiring different lepton flavours almost completely removes the Z+jets
background processes which represent the dominant background contribution in the
same-flavour dilepton channels.

Measurements in the dilepton channel with a total BR ≈ 10.5% typically suffer from
larger statistical uncertainties. On the other hand, the background contamination is
relatively small, particularly in the eµ channel, and the combinatorial background is
also very small in comparison to the `+jets or the all-hadronic channel. The major
challenge in reconstruction of the tt̄ pairs in the dilepton decay channel is caused by
the presence of two neutrinos.

An example of an ideal experimental signature of a dilepton tt̄ event is shown in
Figure 2.8.
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Figure 2.8: One of the possible experimental signatures of the dilepton tt̄ decay channel.

Neutrinos are observed indirectly as missing momentum in the transverse plane.

2.3 Top Quark Properties

The discovery of the top quark in 1995 [31, 32] by the CDF [33] and DØ [34] ex-
periments was followed by a large effort to precisely measure its properties. In this
section we briefly mention measurements of the most important top quark properties.
Additionally, the top-quark charge asymmetry is discussed in detail in Chapter 3.
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2.3.1 Top-Quark Charge

The top quark was generally accepted as the SM quark with charge +2/3 since its
discovery in 1995, but an alternative explanation suggested that it actually might be
an exotic quark with charge −4/3 [97]. The CDF and DØ experiments disfavoured the
exotic model [98,99], but the definitive exclusion of the exotic model at 5 σ confidence
level (CL) was made by the ATLAS collaboration only in 2013 when the top-quark
charge was measured to be 0.64± 0.02(stat.)± 0.08(syst.) [100].

2.3.2 Top-Quark Mass

The top quark is the most massive SM particle with Yukawa coupling yt ≈ 1. Precise
top-quark mass measurements provide an opportunity for stringent tests of the overall
consistency of the SM.

Before we continue, it is necessary to mention that there is some ambiguity in
understanding of what exactly the top-quark mass is. The direct top-quark mass mea-
surements search for the exact position of the peak in the invariant mass of the top
quark decay products, typically by comparing the data distributions with simulated
templates [101, 102]. However, the top quark decay products carry colour and are af-
fected by hadronisation, therefore their final invariant mass is not well defined from
the theoretical point of view. The top-quark pole mass has a better physical meaning,
it is defined as a real part of the pole in the top quark propagator where all self energy
corrections are taken into account. Top-quark pole mass can be experimentally esti-
mated indirectly, e.g. by comparing the top-quark pair cross section to the theoretical
predictions [84]. The difference between these two definitions is expected to be of the
order of 1 GeV [103].

An overview of the direct LHC top-quark mass measurements can be found in Figu-
re 2.9. Both the current ATLAS combination with mtop = 173.69±0.48 GeV [102] and
the CMS combination with mtop = 172.44± 0.48 GeV [104] have already significantly
smaller total uncertainties than the world average from 2014 with mtop = 173.34 ±
0.76 GeV [105]. The current top-quark pole mass world combination yields 173.2 ±
0.9 GeV [26].

The top-quark mass is related to the mass of the Higgs and theW bosons and precise
measurements of these properties provide a stringent test of the SM predictions. An
example of an electroweak fit with constraints on the top-quark and W -boson masses
from the SM predictions is shown in Figure 2.10 and is discussed in Ref. [106]. So far
the direct mass measurements of the top quark, the W boson and the Higgs boson are
in good agreement with each other and with the SM predictions.

The question of the vacuum stability [80, 107] is also directly linked to the top-
quark and Higgs-boson masses and is among the motivations for precise top-quark

22



TOP QUARK

 [GeV]topm
165 170 175 180 185

ATLAS+CMS Preliminary  = 7-13 TeVs summary, topm
WGtopLHC

November 2018

World comb. (Mar 2014) [2]

stat
total uncertainty

total  stat

 syst)± total (stat ± topm        Ref.s

WGtopLHCLHC comb. (Sep 2013) 7 TeV  [1] 0.88)± 0.95 (0.35 ±173.29 

World comb. (Mar 2014) 1.96-7 TeV  [2] 0.67)± 0.76 (0.36 ±173.34 

ATLAS, l+jets 7 TeV  [3] 1.02)± 1.27 (0.75 ±172.33 

ATLAS, dilepton 7 TeV  [3] 1.30)± 1.41 (0.54 ±173.79 

ATLAS, all jets 7 TeV  [4] 1.2)± 1.8 (1.4 ±175.1 

ATLAS, single top 8 TeV  [5] 2.0)± 2.1 (0.7 ±172.2 

ATLAS, dilepton 8 TeV  [6] 0.74)± 0.85 (0.41 ±172.99 

ATLAS, all jets 8 TeV  [7] 1.01)± 1.15 (0.55 ±173.72 

ATLAS, l+jets 8 TeV  [8] 0.82)± 0.91 (0.39 ±172.08 

ATLAS comb. (Oct 2018) 7+8 TeV  [8] 0.41)± 0.48 (0.25 ±172.69 

CMS, l+jets 7 TeV  [9] 0.97)± 1.06 (0.43 ±173.49 

CMS, dilepton 7 TeV  [10] 1.46)± 1.52 (0.43 ±172.50 

CMS, all jets 7 TeV  [11] 1.23)± 1.41 (0.69 ±173.49 

CMS, l+jets 8 TeV  [12] 0.48)± 0.51 (0.16 ±172.35 

CMS, dilepton 8 TeV  [12] 1.22)± 1.23 (0.19 ±172.82 

CMS, all jets 8 TeV  [12] 0.59)± 0.64 (0.25 ±172.32 

CMS, single top 8 TeV  [13] 0.95)± 1.22 (0.77 ±172.95 

CMS comb. (Sep 2015) 7+8 TeV  [12] 0.47)± 0.48 (0.13 ±172.44 

CMS, l+jets 13 TeV  [14] 0.62)± 0.63 (0.08 ±172.25 

CMS, dilepton 13 TeV  [15] 0.69)± 0.70 (0.14 ±172.33 

CMS, all jets 13 TeV  [16] 0.76)± 0.79 (0.20 ±172.34 
[1] ATLAS-CONF-2013-102
[2] arXiv:1403.4427
[3] Eur.Phys.J.C75 (2015) 330
[4] Eur.Phys.J.C75 (2015) 158
[5] ATLAS-CONF-2014-055
[6] Phys.Lett.B761 (2016) 350

[7] JHEP 09 (2017) 118
[8] arXiv:1810.01772

[9] JHEP 12 (2012) 105
[10] Eur.Phys.J.C72 (2012) 2202
[11] Eur.Phys.J.C74 (2014) 2758

[12] Phys.Rev.D93 (2016) 072004

[13] EPJC 77 (2017) 354
[14] arXiv:1805.01428
[15] CMS PAS TOP-17-001
[16] CMS PAS TOP-17-008

Figure 2.9: Summary of the direct top-quark mass LHC measurements, compared to the world

combination [26]. The figure is taken from Ref. [88].

mass measurements. If our vacuum is not in a global energy minimum, there would be
a possibility of quantum tunnelling into the global energy minimum, modifying masses
of all elementary particles and completely changing the universe.

The current measurements indicate that the universe might be stable or metastable
with a lifetime significantly larger than the age of the universe, see Figure 2.11. Nev-
ertheless, BSM physics could completely change the picture [108].
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and excluding the MH measurement (grey), as compared to the direct measurements (green vertical and
horizontal 1σ bands, and two-dimensional 1σ and 2σ ellipses). The direct measurements of MW and mt are
excluded from the fits.

When evaluating sin2θ�eff through the parametric formula from Ref. [69], an upward shift of 2 ·10−5

with respect to the fit result is observed, mostly due to the inclusion of MW in the fit. Using
the parametric formula the total uncertainty is larger by 0.6 · 10−5, as the global fit exploits the
additional constraint from MW . The fit also constrains the nuisance parameter associated with the
theoretical uncertainty in the calculation of sin2θ�eff , resulting in a reduced theoretical uncertainty
of 4.0 · 10−5 compared to the 4.7 · 10−5 input uncertainty.

The mass of the top quark is indirectly determined to be

mt = 176.4± 2.1 GeV , (4)

with a theoretical uncertainty of 0.6 GeV induced by the theoretical uncertainty on the prediction of
MW . The largest potential to improve the precision of the indirect determination of mt is through
a more precise measurement of MW . Perfect knowledge of MW would result in an uncertainty on
mt of 0.9 GeV.

The strong coupling strength at the Z-boson mass scale is determined to be

αS(M
2
Z) = 0.1194± 0.0029 , (5)

which corresponds to a determination at full next-to-next-to leading order (NNLO) for electroweak
and strong contributions, and partial strong next-to-NNLO (NNNLO) corrections. The theory
uncertainty of this result is 0.0009, which is shared in equal parts between missing higher orders
in the calculations of the radiator functions and the partial widths of the Z boson. The most
important constraints on αS(M

2
Z) come from the measurements of R0

� , ΓZ and σ0
had, also shown in

Fig. 6. The values of αS(M
2
Z) obtained from the individual measurements are 0.1237±0.0043 (R0

� ),

Figure 2.10: Scans of the top-quark mass versusW boson mass for the electroweak fit including

and excluding the Higgs boson mass measurement, in blue and grey, respectively. Direct top-

quark and W mass measurements are also shown (green). The figure is taken from Ref. [106].
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backreaction [174] and is shown for ξ = 0 and ξ = ±1000 of the non-minimal curvature coupling.

The blue dashed line shows the instability bound (5.62) obtained by taking the thermal history of

the Universe into account [185] and assuming a high reheat temperature TRH = 1016 GeV. For

lower reheat temperatures, the instability bound becomes weaker, and approaches the red dotted

line as TRH → 0.

This is weaker than Eq. (5.9), but because of the very strong dependence of Γ0 on the top

and Higgs masses, it does not change the stability constraints on them significantly.

5.3 Inflation

Although most of the spacetime volume of our past lightcone comes from the late times,

the vacuum decay rate Γ(a) was much higher in the very early Universe. Depending on

the cosmological scenario, it can be high enough to violate the bound (5.7), and this can

be used to constrain theories.

The earliest stage in the evolution of the Universe that we have evidence for is inflation,

a period of accelerating expansion, which made the Universe spatially flat, homogeneous

and isotropic and also generated the initial seeds for structure formation. In simplest

models of inflation, the energy density driving it is in the form of the potential energy

V (φ) of a scalar field φ known as the inflaton. The inflaton field is nearly homogeneous,

– 41 –

Figure 2.11: Stability diagram of the SM vacuum in the pole masses of the top quark and the

Higgs boson. The ellipses correspond to 1, 2 and 3 σ deviations from the values reported in

Ref. [26]. The figure is taken from Ref. [107].
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2.3.3 Top-Quark Decay Width

The large top-quark mass implies a very short lifetime and a large top-quark decay
width Γt = 1.32 GeV [81]. However, if there are new BSM top quark decay channels, the
top-quark decay width would differ from the SM prediction. The most precise top-quark
decay width measurement carried out by the CMS collaboration achieved Γt = 1.36±
0.02(stat.)+0.14

−0.11(syst.) GeV [109]. However, this was an indirect measurement which
used some of the SM predictions. The ATLAS experiment performed a direct mea-
surement using a template fit and obtained Γt = 1.76±0.33(stat.)+0.79

−0.68(syst.) GeV [110],
which is consistent with the SM prediction.

2.3.4 Top-Quark Spin Correlation

The top-quark lifetime is by about two orders of magnitude shorter than the spin decor-
relation time [111] and the spin information is transferred directly to the top quark
decay products. Experimentally, this can be measured via the angular distributions
of the top quark decay products, particularly via the difference in azimuthal angles
between the two charged leptons in the dilepton decay channel. The first observation
of the correlation in top-quark pair events in 2012 by the ATLAS and CMS experi-
ments [112, 113] was followed by a large effort to measure this property precisely due
to its sensitivity to BSM physics. The most recent ATLAS preliminary measurement
using 36.1 fb−1 of pp collision data at

√
s = 13 TeV deviates from the SM prediction

by 3.2 standard deviations [114].
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Chapter 3

Top-Quark Charge Asymmetry

The charge asymmetry in heavy quark pair production is a phenomenon predicted by
the SM, occurring through higher-order diagrams [115–121]. The charge asymmetry
manifests itself through different differential cross sections of the heavy quarks and
antiquarks. As a consequence, the probabilities of the final state quarks to be produced
in forward/backward directions in the CM frame are not equal. This is illustrated in
Figure 3.1 where the final state particles are heavy quarks Q and Q̄ and the initial
state particles are light quarks q and q̄. The forward direction is given by the direction
of the incoming light quark q and the backward direction is defined complementary.

2
Forward-backward asymmetry

The forward-backward asymmetry describes the inequality of probability of some final state
particle to be produced in forward and backward direction with respect to some significant
direction. In our case, let us assume a quark-antiquark collision, in which a different pair
of quark and antiquark is produced in the final state (q + q̄ → Q + Q̄). Let the significant
direction be the direction of the incident quark q in centre-of-mass system (CMS) of the
quark pair. Then the integrated forward-backward asymmetry can be expressed via the QQ̄

production cross section with respect to the quark Q production angle ϑ (see Figure 2.1):

AQ
FB =

σ(cos ϑ > 0) − σ(cos ϑ < 0)
σ(cos ϑ > 0) + σ(cos ϑ < 0)

(2.1)

q̄q

Q

ϑ

Q̄

Figure 2.1: Illustration of production angle ϑ in q + q̄ → Q + Q̄ process in CMS frame.

2.1 Origin of asymmetry in quark-antiquark production

There are two primary sources of quark pair production at the leading order of perturbation
theory: quark-antiquark annihilation (q + q̄ → Q + Q̄) and gluon fusion (g + g → Q + Q̄).
In the leading order, the SM does not predict any asymmetry in either of the processes.
However, higher order corrections introduce several sources of asymmetry. Firstly, it is the
interference of several contributions to scattering amplitude in quantum chromodynamics
(QCD) q + q̄ → Q + Q̄ processes. The interference between initial state and final state
radiation leads to a negative contribution (Figure 2.2a and b), while the interference between

Figure 3.1: Forward heavy quark production, given by the condition cos θ > 0.

The definition of the asymmetry in the CM frame is then given by the production
cross-sections of the heavy quark Q:

A =
σ(cos θ > 0)− σ(cos θ < 0)

σ(cos θ > 0) + σ(cos θ < 0)
, (3.1)

where the angle θ is explained in Figure 3.1.

3.1 Origin of the Charge Asymmetry

There are two main heavy quark production processes at hadron colliders, the gluon
fusion gg → QQ̄ and quark-antiquark annihilation qq̄ → QQ̄. A small contribution is
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also due to higher-order flavour excitation, i.e. q(q̄)g → QQ̄X, where X stands for an
additional final state particle.

In the case of the tt̄ production, at the Tevatron in pp̄ collisions the qq̄ annihilation
was dominating (≈ 85%), followed by the gluon fusion (≈ 15%). At the LHC at
√
s = 13 TeV it is the other way around, the gluon fusion is largely dominating and

only around 10% of the tt̄ events are created through qq̄ annihilation. A small fraction
of about 2% of tt̄ events is produced through flavour excitation.

The gluon fusion does not contribute to the charge asymmetry, it is symmetric in
all orders of the perturbative QCD theory. The qq̄ annihilation is also symmetric in the
leading-order (LO). However, if the higher-order diagrams are also taken into account,
the top-quark and antitop-quark differential cross sections become different, leading to
a non-zero charge asymmetry. The Feynman diagrams which are most important for
the charge asymmetry are shown in Figure 3.2.

(c) (d)

q

q̄

Q

Q̄

(a) (b)

Figure 1: Origin of the QCD charge asymmetry in hadroproduction of heavy quarks: interference of
final-state (a) with initial-state (b) gluon bremsstrahlung plus interference of the box (c) with the Born
diagram (d). Crossed diagrams are omitted.

(a) (b)

Figure 2: Cut diagrams.

Another QED term originates from the interference between the gluon-γ box with the QCD Born ampli-
tude. Since gluons and photon are distinct fields, two contributions as depicted in Fig. 4b and 4c arise†.
Each of these contributes with the factor given in Eq. (3). Intotal the relative factor between QCD and
QED asymmetries amounts to

fQED
q = 3

αQED QtQq

αS

2

(
d2abc
4

)2 =
αQED

αS

36

5
QtQq (4)

for one quark species. Let us, in a first step, assume identical functional dependence of the PDFs foru
andd valence quarks in the proton (modulo the obvious factor two)and similarly for antiquarks in the
antiproton. Assuming, furthermore, dominance of valence quark-antiquark annihilation intt̄ production,
the relative contributions of theuū versusdd̄ induced reactions to the cross section have to be weighted
with the ratio 4:1. The QED asymmetry has to be weighted, furthermore, with relative factorsfQED

u and

†These small terms had been neglected in [12], in [11] only oneof the two had been included. The present result is in
agreement with [35]

3

Figure 3.2: Quark-antiquark annihilation Feynman diagrams contributing to the charge asym-

metry. The final (a) and initial (b) state radiation, the box (c) and the LO diagram (d).

The interference of the initial and final state radiation leads to a negative contri-
bution to the asymmetry, while the interference of the LO and the box diagrams is
dominant and contributes positively. The flavour excitation diagrams shown in Figure
3.3 also slightly affect the asymmetry. Finally, the interference of the qq̄ annihilation
diagrams with electroweak processes qq̄ → Z/γ∗ → QQ̄ contributes positively to the
charge asymmetry. The ratio of the electroweak and QCD contributions to the asym-
metry is up to 20% in the high tt̄ mass region [115, 117, 122]. The energy dependence
of the contributions by individual processes is shown in Figure 3.4.

BSM theories can modify the expected asymmetry due to additional diagrams in
which a new particle is exchanged, e.g. axigluons [123, 124], heavy Z bosons [125], or
coloured Kaluza-Klein gluon excitations [126]. The charge asymmetry measurements
can constrain the parameter space of the BSM theories. A significant deviation of the
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q q

Q

Q̄

(a) (b)

(c) (d)

Figure 3: Origin of the QCD charge asymmetry in hadroproduction of heavy quarks through flavor
excitation.

fQED
d respectively. The relative QED contribution thus amounts to

fQED
Tevatron =

4fQED
u + fQED

d

5
=

αQED

αS

56

25
≈ 0.18 , (5)

at the Tevatron, and thus to an enhancement of nearly twenty percent of the QCD asymmetry, in good
agreement with the more detailed numerical studies presented below and with the results of [35]. Com-
pared to proton-antiproton collisions the relative importance ofuū versusdd̄ annihilation at the LHC is
shifted from approximately4 : 1 to 2 : 1, thus reducingfQED to fQED

LHC = (2fQED
u + fQED

d )/3 ≈ 0.13,
which is lower than the result of Eq. (5) by a factor5/7. The results using standard PDFs are close to
these values and will be listed in Sect. 3.2.

γ

g

g

(a)

g

γ

g

(b)

g

g

γ

(c)

Figure 4: Representative diagrams contributing to the QCD-QED interference term.

2.3 Weak asymmetry

Weak and electromagnetic interactions are of comparable strength at energies characteristic for the Teva-
tron and the LHC. Hence, contributions similar to those depicted in Figs. 4a, 4b and 4c with the photon
replaced by theZ boson should be considered at the same footing. Let us start with the contribution

4

Figure 3.3: Origin of the AFB in heavy quark production through flavour excitation.

measured asymmetry from the SM prediction would be considered as an evidence of
BSM physics.

3.2 Charge Asymmetry at Hadron Colliders

Conditions in the hadron colliders do not allow to measure the charge asymmetry using
the definition from Equation (3.1). The interacting partons have different longitudinal
momenta and the laboratory frame is not identical with the CM frame as it would be
in the case of e+e− colliders. To describe the top-quark asymmetry at hadron colliders,
rapidity y is used instead of the polar angle θ:

y =
1

2
ln
E + pz
E − pz

, (3.2)

where E is the energy of the final state particle and pz is the longitudinal momentum.
It is clear that in the CM system the condition cos θ > 0 (cos θ < 0) is the same as
y > 0 (y < 0). Additionally, due to the momentum conservation yQ = −yQ̄ and the
rapidity difference

∆y = yQ − yQ̄ (3.3)

is Lorentz invariant under the boosts along the z-axis. As a consequence, a new defi-
nition of the charge asymmetry, typically referred to as forward-backward asymmetry
AFB, can be defined:

AQQ̄FB =
N(∆y > 0)−N(∆y < 0)

N(∆y > 0) +N(∆y < 0)
, (3.4)
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Figure 3.4: Contributions from various processes to the asymmetry defined in (3.1) as a

function of the CM energy. The figure is taken from Ref. [122].

which is completely equivalent to the CM system definition (3.1) and can be measured
in the laboratory frame.

The definition from Equation (3.4) was largely used in the Tevatron measurements,
where the significant direction was given by the direction of the incident (anti)proton.
However, in the symmetric LHC pp collisions it is not possible to use this definition,
since the direction of the incident (anti)quark is unknown. On the other hand, in pp
collisions the antiquarks are always sea quarks, while the quarks are usually valence
quarks. Sea quarks typically carry lower momentum fraction than the valence quarks,
therefore in the LHC collisions the qq̄ system is mostly boosted in the direction of the
incident quark, see Figure 3.5. This enables to define a complementary forward-central
charge asymmetry AC which can be measured at the LHC:

AQQ̄C =
N(∆|y| > 0)−N(∆|y| < 0)

N(∆|y| > 0) +N(∆|y| < 0)
, (3.5)

where ∆|y| is given by
∆|y| = |yQ| − |yQ̄|. (3.6)

Both AQQ̄FB and AQQ̄C require full reconstruction of the heavy quark four-momenta,
which can be challenging in the case of tt̄ events. If the top-quark pair decays in the
dilepton channel, it is possible to calculate the dilepton asymmetry using only the
kinematics of the charged leptons, which typically can be measured very precisely. The
dilepton asymmetry in tt̄ events is largely correlated with the top-quark asymmetry.
Since the electron and muon rest masses are much smaller than their typical energies
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J
H
E
P
0
1
(
2
0
1
2
)
0
6
3

Laboratory Alab mtt̄ < 450GeV mtt̄ > 450GeV

ptt̄⊥ < 10GeV 0.090 (12) 0.047 (3) 0.161 (16)

ptt̄⊥ < 20GeV 0.076 (10) 0.040 (3) 0.137 (13)

tt̄ rest frame Att̄ mtt̄ < 450GeV mtt̄ > 450GeV

ptt̄⊥ < 10GeV 0.136 (16) 0.097 (8) 0.201 (19)

ptt̄⊥ < 20GeV 0.115 (13) 0.082 (7) 0.171 (16)

Table 3. SM asymmetries in the laboratory Alab and the tt̄ rest-frame Att̄ for different cuts in ptt̄
⊥
.
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Figure 10. Preferred and suppressed configurations at the LHC.

Ain
C is compensated by the lower rate of events at larger rapidities. We consider also the

cut-independent charge asymmetries

Aη
C =

N(Δη > 0)−N(Δη < 0)

N(Δη > 0) +N(Δη < 0)
(3.6)

and

Ay
C =

N(Δy > 0)−N(Δy < 0)

N(Δy > 0) +N(Δy < 0)
, (3.7)

where Δη = |ηt|− |ηt̄| and Δy = |yt|− |yt̄|, which have been used in the recent CMS [52, 53]

and ATLAS [54] analysis. The SM predictions for the integrated asymmetries are listed

table 4 for different center-of-mass energies of the LHC, together with the experimental re-

sults for
√
s = 7TeV. Both experiments obtain negative asymmetries, although compatible

with the SM prediction within uncertainties.

Top quark production in proton-proton collisions is dominated by gluon fusion, which,

in turn, is dominant in the central region. Conversly, quark-antiquark annihilation will

be more enriched for events with tt̄ at larger rapidities (and larger mtt̄). This suggest

– 15 –

Figure 3.5: Preferred and suppressed configurations at the LHC assuming positive charge

asymmetry.

in tt̄ events, the rapidity y can be replaced by the pseudorapidity η = − ln tan
(
θ
2

)
.

The forward-backward dilepton asymmetry is then defined as

A``FB =
N(∆η > 0)−N(∆η < 0)

N(∆η > 0) +N(∆η < 0)
, (3.7)

where
∆η = η`+ − η`− . (3.8)

Similarly, the dilepton charge asymmetry can be defined as

A``C =
N(∆|η| > 0)−N(∆|η| < 0)

N(∆|η| > 0) +N(∆|η| < 0)
, (3.9)

where
∆|η| = |η`+| − |η`−|. (3.10)

It is also possible to define a single lepton asymmetry using the lepton charge q:

A`FB =
N(q × η > 0)−N(q × η < 0)

N(q × η > 0) +N(q × η < 0)
. (3.11)

In the dilepton top quark decay channel, the single lepton asymmetry is largely corre-
lated with the dilepton asymmetry [127, 128]. On the other hand, this definition can
be used also in the `+jets decay channel.

This is not a comprehensive list of all possible asymmetries that origin from the
single physical phenomenon defined in Equation (3.1), although vast majority of ex-
periments use one of the approaches mentioned above. There are also proposals of
a combined top-lepton charge asymmetry or even single lepton charge asymmetry in
`+jets events [129]. Different observable is used also in the proposal for the LHCb [130]
experiment to measure top-quark charge asymmetry in the very forward region [131].
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3.3 Experimental Challenges of the Charge Asymmetry Mea-

surements

At the LHC the main challenge of the AC measurements is related to the large dilution
caused by the gluon fusion QQ̄ production. As a consequence, the expected inclusive
AC is small, around 0.6% in tt̄ events from pp collisions at

√
s = 13 TeV [132]. On

the other hand, there are several possibilities to enhance it by using various kinematic
requirements.

The fraction ofQQ̄ pairs created through qq̄ annihilation increases with the invariant
mass of the QQ̄ pair, therefore higher asymmetries can be observed in the high invariant
mass regions. The gluon fusion can be suppressed also by requiring higher longitudinal
momentum of the QQ̄ system, since this is typical for the qq̄ annihilation where the
valence quark typically carries much larger momentum fraction than the antiquark from
the proton sea. Another interesting possibility is to require a limit on the maximum
transverse momentum of the QQ̄ pair system, which suppresses events where the gluon
emission in the initial or final state created an additional jet. The contribution from
the interference of the initial and final state radiation to the top-quark asymmetry is
negative, therefore this requirement significantly enhances the asymmetry [122].

In the case of the bb̄ events, the asymmetry can be calculated directly using Equa-
tion (3.5), assuming that it is possible to identify which jet was initiated by the b (b̄)
quark. When using tt̄ events, it is necessary to reconstruct both top quarks from their
decay products. In the case of high tt̄ invariant mass the top quarks must be recon-
structed in the boosted topology, discussed in Section 2.2. The top (antitop) quark is
typically identified by the charge of the isolated lepton from the tt̄ decay, unless it is
a measurement in the all-hadronic channel. In that case some modification of the jet
charge technique [133] can be used.

A more detailed discussion of the top-quark asymmetry measurements at hadron
collider experiments can be found in Refs. [122,134].

3.4 Previous Top-Quark Asymmetry Measurements

3.4.1 Tevatron AFB Measurements

The forward-backward asymmetry in the top-quark pair production has been ex-
tensively studied by the CDF and DØ experiments at the Tevatron collider. The
large fraction of qq̄ annihilation, as well as the fact that protons were collided with
antiprotons, made the Tevatron an ideal environment for the AFB measurements.
First results by both experiments in the `+jets channel using 5 fb−1 of pp̄ data at
√
s = 1.96 TeV [135, 136] measured an asymmetry inconsistent with the then-existing
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SM predictions [137] by more than 3 standard deviations. These measurements brought
a large attention to the problematic of the top-quark asymmetry and were followed by
a large effort to deeper understand this subject from both the theoretical and experi-
mental point of view.

Subsequent AFB Tevatron measurements benefited from the full Run II pp̄ dataset
and refined analysis techniques were used to minimise the total uncertainty. The asym-
metry was studied by both CDF and DØ experiments in the `+jets and dilepton decay
channels and different observables and definitions of the asymmetry were investigated.
The Att̄FB measurements are reported in Refs. [138–141], the A`FB observable measure-
ments can be found in Refs. [127,128,142,143] and the dilepton asymmetry A``FB mea-
surements are reported in Refs. [127,128].

At the same time there was a significant improvement in the theoretical understand-
ing of the AFB. Recent calculations [119–121] include NNLO and even approximate
N3LO QCD corrections, as well as the NLO electroweak contribution. These correc-
tions are larger than previously expected and almost double the previous inclusive
prediction at NLO in QCD. As a consequence, the CDF and DØ measurements are
now consistent with the current SM predictions.

The final Tevatron AFB combination is presented in Ref. [144] and an overview of
all Tevatron top-quark inclusive asymmetry measurements including the theoretical
predictions is shown in Figure 3.6. The Tevatron combination of mass-dependent Att̄FB

measurements is shown in Figure 3.7. At the Tevatron, the precision of the AFB

measurements was limited by the statistical uncertainties.

3.4.2 LHC AC Measurements

The LHC experiments benefit from an unprecedented amount of top quark events and
due to larger collision energy they can study kinematic regions which were not accessible
at the Tevatron. On the other hand, the top-quark asymmetry measurements are much
more challenging than at the Tevatron, as discussed in Section 3.3. The higher the
collision energy, the larger is the fraction of top-quark pair production via gluon fusion
which dilutes the top-quark asymmetry.

The ATLAS and CMS experiments at the Large Hadron Collider (LHC) have per-
formed inclusive and differential measurements of the top-quark charge asymmetry in
Run 1 at

√
s = 7 TeV and

√
s = 8 TeV. Both experiments focused on the `+jets and

dilepton channels.
Using the

√
s = 7 TeV pp collision data the Att̄C was measured in the `+jets chan-

nel [145, 146] and the dependencies of the asymmetry on the tt̄ mass, transverse mo-
mentum pT, boost along the z-axis βz and the absolute value of the rapidity of the
top-quark pair system |y| were also studied. In the dilepton channel both Att̄C and A``C
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predictions to within 1.6 standard deviations. The differ-
ential asymmetries as a function of mtt̄ and Δytt̄ agree to
within 1.5 standard deviations. All measurements favor
somewhat larger positive asymmetries than the predictions,
but none of the observed differences are larger than 2
standard deviations. Hence, we conclude that the measure-
ments and their combinations, shown in Fig. 5, are
consistent with each other and with the SM predictions.
The reported consistency is the result of an intense effort of
refining the experimental and theoretical understanding,
which started in 2010, when significant departures of the
first Tevatron measurements [8,9] from the predictions
suggested potential contributions from BSM dynamics.
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Figure 3.6: Summary of the Tevatron top-quark asymmetry measurements [127,128,138–143].

The figure is taken from Ref. [144].
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assumed to be uncorrelated since the backgrounds
are estimated differently in different analyses, and
in the two experiments.

(ii) Signal modeling: The uncertainties in modeling the
signal, parton showering [27], initial- and final-state
radiation [28], and color connections [29] are taken
to be fully correlated among analysis channels and
experiments because they all rely on the same as-
sumptions.

(iii) Detector modeling: The uncertainties in jet-energy
scale [30] and the modeling of the detector are fully
correlated within each experiment and uncorrelated
between the two experiments.

(iv) Method: The uncertainties in the methods used to
correct for detector acceptance, efficiency, and po-
tential biases in the reconstruction of top quark
kinematic properties are mostly taken to be uncor-
related between experiments and analysis channels.
However, the uncertainties on the phase-space cor-
rection procedures for the leptonic asymmetry in
the D0 `+jets [13] and `` [15] analyses are estimated
using the same methods and are therefore corre-
lated with each other but are uncorrelated with the
CDF results.

(v) PDF: The uncertainties in parton-density distribu-
tion functions (PDF) and the pileup in energy from
overlapping pp̄ interactions are treated as fully cor-
related between the analysis channels and the two
experiments, because they characterize the same
potential systematic biases.

The combined inclusive asymmetry is Att̄
FB = 0.128 ±

0.021(stat)±0.014(syst), consistent with the NNLO QCD
+ NLO EW prediction of 0.095 ± 0.007 [2] within 1.3
standard deviations (SD). The combination has a χ2 of
1.7 for 3 degrees of freedom (dof). BLUE also provides
the weights in the combination for the CDF `+jets, D0
`+jets, CDF ``, and D0 `` results, which are 0.25, 0.64,
0.01, and 0.11, respectively.

The CDF and D0 differential Att̄
FB asymmetries as a

function of mtt̄ are measured only for the `+jets channel.
We combine the D0 bins in the range of 350 < mtt̄ < 550
GeV/c2 to provide uniform, 100 GeV/c2-wide, bins for
the combination. For the two measurements we use co-
variance matrices [31] that take into account the bin-
to-bin correlations from the unfolding of differential dis-
tributions. The correlations in systematic uncertainties
among channels and experiments for each mtt̄ bin are
assumed to be equal to those in the inclusive measure-
ments. However, the uncorrelated background uncertain-
ties for the differential asymmetries are subdivided into
two separate components, one for the overall normaliza-
tion and one for the differential distribution (shape) of
the background. According to the different experimental

methodologies, these are treated as correlated between
bins for the CDF measurement and as uncorrelated for
the D0 measurement. We verify that changing the cor-
relations of systematic uncertainties between −1 and +1
has negligible impact on the combined result because the
statistical uncertainties dominate.
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CDF `+ jets, 9.4 fb−1

Tevatron combination, ≤ 9.7 fb−1

αmtt̄ = (9.71±3.28)×10−4 GeV−1c2

NNLO QCD + NLO EW [Czakon et al.]

Figure 1. Results for Att̄
FB vs. mtt̄ for the individual CDF

and D0 measurements and for their combination. The inputs
to the combination are displaced at different abscissa values
within each mtt̄ bin for ease of visibility. The inner error bar
indicates the statistical uncertainty, while the outer error bar
corresponds to the total uncertainty including the systematic
uncertainty added in quadrature. The value of the combined
data point for the mass region of 550 − 650 GeV/c2 is dis-
cussed in Ref. [31] in more detail. The linear dependence of
the combined result is given by the solid black line together
with the 1 SD total uncertainty of the two-parameter fit given
by the shaded gray area. The dashed orange line shows the
NNLO QCD + NLO EW prediction of Refs. [1, 2, 26], while
the shaded orange area reflects its 1 SD uncertainty.

The combined Att̄
FB values, and their statistical and

systematic uncertainties for each category, are given in
Table I, which also reports the probabilities for the CDF
and D0 inputs to agree with each other in each mass
bin. Overall, the differential combination has a χ2 of
5.2 for 4 dof. The correlations in the total uncertainties
between mtt̄ bins are given in Ref. [31]. The values of
Att̄

FB as a function of mtt̄ for each experiment and their
combination are shown in Fig. 1, together with the NNLO
QCD + NLO EW predictions [26].

The counter-intuitive value of the combined asymme-
try in the 550− 650 GeV/c2 mass bin is due to the spe-
cific pattern of the CDF and D0 bin-to-bin correlations
stemming from different choices in the regularized matrix
unfolding. The opposite correlations observed between
the 600 GeV/c2 and the 700 GeV/c2 mass bins in the
CDF (large and positive) and D0 (small and negative)
measurements give rise to a combined asymmetry in the
600 GeV/c2 bin that is smaller than that found in either

Figure 3.7: Combined CDF+DØ forward-backward asymmetry as a function of the tt̄ mass

in comparison with the SM theoretical prediction. The figure is taken from Ref. [144].
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were measured by both experiments [147, 148]. An overview of the top-quark asym-
metry measurements at

√
s = 7 including the combination of the ATLAS and CMS

results [149] is shown in Figure 3.8.
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Figure 3.8: Summary of the top-quark inclusive charge asymmetry measurements by the

ATLAS and CMS experiments using
√
s = 7 TeV pp collision data [145–149]. The figure is

taken from Ref. [88].

The
√
s = 8 TeV charge asymmetry measurements were performed in the `+jets

channel [150, 151] and in the dilepton channel [152, 153]. In all cases also differential
measurements were carried out, mostly as a function of the top-quark pair mass, pT,
βz and |y|. In the dilepton channel also the dilepton charge asymmetry was calcu-
lated. ATLAS additionally performed a fiducial (|∆|y|| < 2 and m(tt̄) > 750 GeV)
measurement in the `+jets channel in the boosted regime [154] and CMS performed a
measurement in the `+jets channel using a template method [155]. An overview of the
top-quark asymmetry measurements at

√
s = 8 TeV including the combination of the

ATLAS and CMS results [149] is shown in Figure 3.9. A combination of differential
Att̄C measurements as a function of tt̄ mass is presented in Figure 3.10

All of the ATLAS and CMS charge asymmetry measurements are consistent with
the SM predictions. Despite the unprecedented amount of top-quark pairs the total
uncertainties are mostly dominated by the statistical uncertainties. Nevertheless, even
with limited precision the LHC Run 1 top-quark asymmetry measurements constrain
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Figure 3.9: Summary of the top-quark inclusive charge asymmetry measurements by the

ATLAS and CMS experiments using
√
s = 8 TeV pp collision data [149–155]. The figure is

taken from Ref. [88].

parameter space of several BSM scenarios as shown in Figure 3.11.
In the LHC Run 2 at

√
s = 13 TeV there is currently only one measurement of the

top-quark charge and dilepton asymmetries with 35.9 fb−1 of pp collision data as a part
of the top-quark differential cross section measurement in the dilepton decay channel
by the CMS experiment [157]. The measured asymmetries are found to be consistent
with the SM predictions.
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The figure is taken from Ref. [149].
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3.5 Asymmetry in bb̄ and cc̄ Pair Production

Analogously to the asymmetry in tt̄ events one can define forward-backward and charge
asymmetry in bottom or charm quark pair production. In the SM the sources of
the asymmetries are similar in all cases, but at the same time these processes are
complementary and their sensitivity to the BSM physics might be different.

Forward-backward asymmetry in these events has been largely studied already at
the SLAC and LEP colliders, especially at the Z boson pole in order to measure pre-
cisely the effective weak mixing angle sin2 θW [55]. After interesting results in the top-
quark asymmetry the CDF experiment at the Tevatron conducted AFB measurements
in bb̄ production [158, 159] and excluded a 200 GeV axigluon model. The DØ experi-
ment measured AFB in B± mesons [160] and Λ0

b(Λ̄
0
b) baryons [161]. These measurements

were discussed in Ref. [162] and no significant deviation from the SM has been found.
Charge asymmetry in bottom and charm quark pair production is very challenging

at the LHC. The fraction of gluon fusion is even larger than in the case of tt̄ events and
it is difficult to separate these processes from background events. So far only LHCb,
experiment dedicated to b physics, measured charge asymmetry in bb̄ events [163]. This
result is found to be in agreement with the SM prediction.
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Chapter 4

The LHC and the ATLAS Experiment

The ATLAS (A Toroidal LHC ApparatuS) experiment [61,164] is one of the four main
particle physics experiments located at the Large Hadron Collider (LHC) [165,166] at
CERN in Geneva, Switzerland. The ATLAS collaboration which built and now runs
the detector was formed in 1992. In 2019 more than 3000 physicists and engineers from
about 181 institutions in 38 countries were involved.

4.1 The Large Hadron Collider

The LHC is currently the world’s largest and most powerful particle accelerator located
at CERN in the 27 km long circular underground tunnel on the France-Switzerland
border near Geneva. It has been designed to collide two opposing particle beams of
either protons with maximum collision energy of

√
s = 14 TeV or heavy ions with

√
s = 2.8 TeV per nucleon. The designed maximum instantaneous luminosity of the

LHC is 10−34 cm−2s−1. These unprecedented parameters were chosen in order to max-
imise the possibility of discovering rare processes such as the Higgs boson production
and potential BSM physics, as well as to deliver large number of events for precision
measurements.

Bunches of particles interact at four interaction points along the collider which cor-
respond to the positions of the four main particle detectors (experiments): ATLAS,
CMS [62], ALICE [167] and LHCb [130]. ATLAS and CMS are both designed as
multipurpose detectors aiming for high-luminosity precision measurements. Although
their goal is the same, both are designed and operated by independent collaborations
which provides an important possibility of having independent and cross-checking mea-
surements. The ALICE experiment is optimised to study QCD physics in lead-lead ion
collisions, e.g. properties of the quark-gluon plasma. LHCb is an experiment dedicated
to B-physics and precise CP-violation measurements. Three smaller experiments are
also located in the LHC tunnel: TOTEM [168], LHCf [169] and MoEDAL [170]. The
TOTEM and LHCf experiments are focusing on forward physics and are located close
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to the beampipe on either side of CMS and ATLAS, respectively. MoEDAL is located
near LHCb and is searching for hypothetical magnetic monopoles [171].

4.1.1 Acceleration Process

A whole set of accelerators (Figure 4.1) is involved in the LHC acceleration process.
Protons are obtained from molecular hydrogen by breaking the molecules into indi-
vidual atoms and stripping the electrons. Afterwards they are passed into the linear
accelerator LINAC2 [172] and a small circular accelerator Proton Synchrotron Booster
(PSB) [173] which has four separate rings. In each ring one bunch of approximately
1011 protons is accelerated by electric fields until it reaches energy 1.4 GeV per proton,
while bending magnets are used to keep the beam on the circular trajectory. Bunches
are then sent into the Proton Synchrotron (PS) [174] and Super Proton Synchrotron
(SPS) [175] with circumference of 628 m and 7 km, respectively. In the PS energy of
25 GeV per proton is reached and in SPS it is 450 GeV per proton.

Figure 4.1: CERN accelerator complex.

After acceleration in the SPS the proton bunches are injected into the LHC, half of
them in one beampipe and half in the second one, running in the opposite direction.
Maximum of 2808 bunches with nominal bunch spacing of 25 ns can be injected into
each of the two proton beams. Unlike the SPS and smaller accelerators, the LHC has
superconducting niobium-titanium magnets with a magnetic field of 8.3 T (Figure 4.2).
Together 1232 dipole magnets are used for bending the beam and another hundreds
of quadrupole, sextupole and octupole magnets are used to focus the beam. Huge
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cryogenic system with 700 m3 of liquid helium is needed to cool down the magnets to
the superconducting temperature of 1.9 K. The cryogenic system must deal with heat
load from synchrotron radiation, beam induced wall currents, electron cloud accompa-
nying the beam and unavoidable beam losses. Increased temperature can lead to loss
of superconductivity (so-called quench) and, due to the further heating of the liquid
helium, this can severe damage both the magnet and the cryogenic system. To avoid
this, a quench protection system [176] is installed, which is in emergency responsible
for bringing the superconductive elements to zero current safely.

Figure 4.2: The computer-generated cut-away view of the LHC dipole magnet including the

vacuum vessel with insulation and cryogenic system. © CERN.

When the accelerated particles reach the final energy, magnets near the interaction
points modify the trajectories of the opposing beams so that they cross and start
to collide. Typically tens of protons collide per each bunch crossing, while most of
them do not interact at all and they continue to circulate for several hours, until the
luminosity of the bunches becomes too small. The rest of the beam is deflected by a
fast kicker magnet into the beam dump tunnel, where it is diluted and absorbed in
a well shielded graphite beam dump block. This happens also every time when the
beam becomes unstable and potentially dangerous. Typically, the whole run from LHC
filling to beam dump is repeated from one to several times in 24 hours.
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4.1.2 Operation and Performance of the LHC

The early operation tests of the LHC were largely affected by an accident which oc-
curred on September 8th, 2008 [177]. Faulty electrical connection between magnets was
identified as a main problem and caused an electric arc that damaged the cryogenic
system. Several tons of helium escaped explosively and caused a damage of 53 LHC
magnets. This incident delayed the LHC physics programme by more than one year.

First proton-proton collisions took place in November 2009. The first period of
LHC physics research program, the Run 1, started in 2010, when around 45 pb−1 of
pp data at

√
s = 7 TeV has been delivered to the experiments and first runs with lead

ions were also carried out. In 2011 the integrated luminosity increased by two orders
of magnitude to around 5.5 fb−1 at 7 TeV. In 2012 the collision energy was increased
to 8 TeV and with around 23 fb−1 of pp data the LHC successfully completed the Run
1. The main success of the Run 1 was the Higgs boson discovery, which was firstly
announced on July 4th, 2012 by both the ATLAS and CMS experiments [63, 64].

During 2013 and 2014 a first long shutdown (LS1) took place at the LHC. A whole
series of renovation was carried out on both the accelerator chain and the experiments
in order to reach higher collision energy and luminosity. These included also the con-
solidation of the interconnections between the LHC magnets which caused the accident
in 2008.

Month in Year
Jan Apr Jul Oct

]
-1

D
el

iv
er

ed
 L

um
in

os
ity

 [f
b

0

10

20

30

40

50

60

70

80
ATLAS Online Luminosity

 = 7 TeVs2011 pp  
 = 8 TeVs2012 pp  
 = 13 TeVs2015 pp  
 = 13 TeVs2016 pp  
 = 13 TeVs2017 pp  
 = 13 TeVs2018 pp  

Initial 2018 calibration

Figure 4.3: The integrated luminosity delivered to the ATLAS experiment by the LHC (pp

data only). The end of the year is typically dedicated to ion collisions and during the winter

there is a year end technical shutdown. The improving performance of the LHC is apparent

from the increase in energy and luminosity over the years. The figure is taken from Ref. [178].
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The Run 2 has begun in 2015 when the LHC started to collide protons at a record
high 13 TeV collision energy. In overall, around 4 fb−1 of pp data has been collected
in 2015 and around 40 fb−1, 50 fb−1 and 65 fb−1 in 2016, 2017 and 2018, respectively
(Figure 4.3). This is an unprecedented amount of data which provides a great opportu-
nity to make precision measurements and search for BSM physics. At the end of 2018,
just before the second long shutdown (LS2), around 155 fb−1 of 13 TeV pp data was
delivered to the experiments. This is more than previously expected, thanks to the
very good overall performance of the LHC. The maximum instantaneous luminosity in
2017 and 2018 was already two times higher than the designed value of 10−34 cm−2s−1.

No new data will be delivered until the Run 3 will start in 2021 with record-breaking
14 TeV collision energy.

4.2 ATLAS Detector

4.2.1 Physics Requirements and Detector Overview

The ATLAS detector [61, 164] is a multipurpose particle physics device operating at
one of the beam interaction points of the LHC. Together with the CMS experiment
the ATLAS is aiming for high-luminosity precision measurements and searches for a
whole scale of BSM particles. High acceptance, precise particle identification and high
energy and momentum resolution are among the basic physics requirements for the
ATLAS construction. Additionally, radiation hardness of the ATLAS components is a
necessity and the electronics must be fast enough to cope with huge amount of data
and pile-up1 from background collisions.

ATLAS has a cylindrical shape with length of 44 m, diameter of 25 m and axis
identical with the beamline. The experiment covers almost an entire solid angle around
the nominal interaction point in the centre and is forward-backward symmetric. It
consists of several layers of detectors (Figure 4.4), concentrically disposed around the
beampipe forming the ATLAS barrel. Perpendicularly to the barrel detectors there
are so-called end-caps, enclosing the experiment from both sides. The total assembly
weight of all ATLAS components is around 7000 tons.

According to their function the detector components can be divided into several
major parts: the Inner Detector (ID), the Calorimeters, the Muon Spectrometer (MS)
and the Magnet System. Additionally, ATLAS is equipped with powerful Trigger
System used for online event selection and background rejection.

In ATLAS detector a right-handed Cartesian coordinate system is used with the
origin at the nominal interaction point. The z-axis is identical with the LHC beamline,
the x-axis points towards centre of the LHC ring and the y-axis points upward. Pseu-

1Typically, tens of protons collide per bunch crossing and usually only one collision is interesting from the
experimental point of view. The rest is referred to as pile-up.

43



THE LHC AND THE ATLAS EXPERIMENT

Figure 4.4: The computer-generated cut-away view of the ATLAS experiment. © CERN.

dorapidity η is defined as η = − ln (tan(θ/2)), where the polar angle θ is measured with
respect to the beam axis. Azimuthal angle φ is measured with respect to the x-axis
with positive (negative) values corresponding to the top (bottom) part of the detector.
Distance in the pseudorapidity-azimuthal space is defined as ∆R =

√
η2 + φ2.

4.2.2 Inner Detector

The basic function of the ID [179] is to precisely track charged particles produced in
collisions at the interaction point. A computer generated image of the ID is presented
in Figure 4.5. The ID starts right next to the beampipe and extends to the radius of
approximately 1.1 m, with length of 6.2 m. The whole ID is placed inside of a thin
superconducting solenoid magnet, which provides nearly uniform 2 T magnetic field.
From the observed curvature of the charged particles it is possible to estimate the
electric charge and momentum of particles. The designed momentum resolution in the
plane perpendicular to the beam axis is given by formula:

σpT
pT

= 0.05%× pT ⊕ 1%, (4.1)

with pT in GeV. The ID covers the pseudorapidity range |η| < 2.5 and it consists
of three main parts: the Pixel Tracker, the Semiconductor Tracker (SCT) and the
Transition Radiation Tracker (TRT).
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Figure 4.5: The cut-away view of the ATLAS inner detector. © CERN.

Pixel Tracker. The innermost part of the ID consists of three layers of silicon pixel
detectors. They are designed to withstand huge radiation near the interaction point,
while they must perform extremely precise tracking. The smallest unit that can be read
out is the pixel with size of 50 by 400 µm. Additionally, during the LS1 a new beampipe
with smaller radius was mounted and a 4-th layer of pixel detectors, the Insertable B-
Layer (IBL) [180], was inserted inside the existing pixel tracker. The IBL has even
smaller pixels (50 by 250 µm) and it was designed to improve track reconstruction
at 13 TeV energy and higher luminosity. The whole pixel detector has more than 80
million readout channels, which is about 50% of the total readout channels of the whole
experiment.

Semiconductor Tracker. The microstrip SCT is the middle component of the ID. It
works on similar principles as the pixel detector, but it has long narrow strips rather
than pixels and covers much larger area. Each strip measures 80 µm by 6-12 cm. There
are four double layers of these strips in the barrel while the end-caps have a few more.
The SCT readout has over 6 million channels.

Transition Radiation Tracker. The TRT is the outer component of the ID. It is
a combination of a so-called straw detector and a transition radiation detector. The
detecting elements are drift tubes (straws), each four millimetres in diameter and up to
1.5 m long. A thin wire passes through the straw axis and there is a voltage difference
of 1500 V between the straws and the wires. When a charged particle passes, it ionises
the xenon gas mixture inside the straw. The produced electrons are collected on the
anode wire, generating the current pulse (signal) on the wire.
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Additionally, materials with highly varying refraction indices between the straws
cause ultra-relativistic charged particles to produce transition radiation [40] and leave
much stronger signals in some of the straws. This process is typical for very light
particles like electrons and positrons, therefore very strong signals in the straws might
be used for their identification. The TRT has over 300 thousands of straws and spatial
resolution of around 200 µm.

4.2.3 Calorimeters

The calorimeter system (Figure 4.6) surrounds the solenoid magnet and the ID. The
main purpose of the calorimeters is to measure the particle energies by absorbing them.
The ATLAS experiment uses sampling calorimeters, which consist of several layers
of high-density absorbent material. Between these layers the energy of the particle
shower is sampled which makes possible to infer the energy of the original particle.
The calorimeter system covers the pseudorapidity range |η| ≤ 4.9 and consists of two
main parts: the inner Liquid Argon Calorimeter (LAr) and the outer Tile Calorimeter
(TileCal).

Figure 4.6: The cut-away view of the ATLAS calorimeter system. © CERN.

Liquid Argon Calorimeter. The LAr [181] has three main parts: the Electromag-
netic Calorimeter (ECal), the Hadronic End-Cap (HEC) and the Forward Calorimeter
(FCal). The main function of the ECal is to completely absorb photons, electrons and
positrons and measure their energies2. The ECal consists of several accordion shaped

2Hadrons also deposit some energy in ECal but in general they are not absorbed there.
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layers of lead absorbers with liquid argon as a sampling material. The electromag-
netic shower ionises atoms in liquid argon and the collected electrons produce a signal.
Signals from different layers are used to estimate the energy of the original particles.
Liquid argon was chosen due to the fast drift of the charged particles and radiation
hardness. To keep it in liquid form the whole LAr is placed inside of a cryostat which
cools it down to -185 ◦C. The ECal has a detailed segmentation ∆η×∆φ = 0.025×0.025

which provides very good spatial resolution. The target energy resolution of the ECal
is given by the formula

σE
E

=
0.1√
E
⊕ 0.007⊕ 0.17

E
, (4.2)

with energy E in GeV.
The HEC is a part of the Hadronic Calorimeter (HCal), which is composed of the

HEC, FCal and the Tile Calorimeter. The main function of the HEC is to measure the
energy of quarks and hadrons by absorbing the hadronic showers (jets) in the forward
region 1.5 < |η| < 3.2. Geometry differs from the ECal and copper is used instead of
lead to absorb the hadronic shower.

The FCal is used to measure jets and missing ET in the very forward region 3.1 <

|η| < 4.9 and completes the almost full solid angle calorimeter coverage. Copper and
tungsten are used as absorbers in this very high radiation environment.

Tile Calorimeter. The TileCal [182] spans the central pseudorapidity region |η| < 1.7

and forms the main part of the HCal. The TileCal consists of a central part and two
"extended barrels". Steel layers are used as an absorbent material and plastic scintil-
lating tiles are used for energy sampling. The amount of light produced in scintillators
is a measure of the hadron shower energy.

The TileCal has 8 m in diameter and total length of 12 m, but it is much less
precise than the ECal, with segmentation only around ∆η ×∆φ = 0.1× 0.1. The
energy resolution is also worse:

σE
E

=
0.5√
E
⊕ 0.03, (4.3)

with energy E in GeV.

4.2.4 Muon Spectrometer

Muons are the only particles (except neutrinos) which in general are not absorbed
in the calorimeters3. A large Muon Spectrometer system (Figure 4.7) [183] is used
to precisely measure the muon momentum, independently from the inner detector
momentum measurements. The MS is placed in a toroidal magnetic field which ensures

3Muons with low momentum (pT < 5 GeV) might be completely absorbed in the calorimeters.
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an almost homogeneous transverse momentum resolution across the pseudorapidity
range. The target transverse momentum resolution varies from 3% at 100 GeV up to
10% at pT = 1 TeV. The MS covers the pseudorapidity range |η| < 2.7 and consists
of four main parts: the Monitored Drift Tubes (MDT), the Cathode Strip Chambers
(CSC), the Resistive Plate Chambers (RPC) and the Thin Gap Chambers (TGC).

Figure 4.7: The cut-away view of the muon spectrometer. © CERN.

Monitored Drift Tubes. The MDT chambers consist of three or four layers of drift
tubes with 3 cm in diameter, filled with Ar-CO2 gas, with a 50 µm anode wire in
the middle at a potential of 3270 V. They are extremely precise, with spatial resolu-
tion of around 50 µm. The MDT are the main detectors for precise muon position
measurements and cover most of the MS acceptance.

Cathode Strip Chambers. The CSC are multiwire proportional chambers with seg-
mented cathode. The position of the passing muon is measured by the centre-of-gravity
of the induced charge on the cathode strips. The CSC are used for precise measure-
ments of the muon trajectories in the end-cap regions with high muon flux due to their
high granularity and very good spatial resolution.

Resistive Plate Chambers. The RPC also work on the principle of gas ionization
detection. The active volume is formed by two resistive electrodes separated by 2 mm
insulating spacers. When a charged particle enters this volume and ionises the gas,
very strong uniform electric field produces an avalanche multiplication of electrons.
The readout is done by charge induction in metal strips placed on both electrodes.
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The RPC are less accurate but very fast, therefore they are used as a first level trigger
in the barrel region. They are assembled together with MDTs and they provide the
second coordinate not measured by the MDT chambers.

Thin Gap Chambers. The TGC are multiwire proportional chambers. Their func-
tion is similar to the RPC, they are fast but less precise. The TGC work as a first
level trigger in the end-cap regions and they are also assembled in combination with
the MDT chambers.

4.2.5 Magnet System

The ATLAS magnet system [184] is necessary for particle momentum and electric
charge measurements. It consists of three main parts: the Central Solenoid, the Barrel
Toroid and the End-Cap Toroids.

Figure 4.8: The ATLAS magnet system scheme. © CERN.

Central Solenoid. The central superconducting solenoid is assembled around the ID
in order to provide a nearly homogeneous 2 T magnetic field. This enables to measure
precisely momentum of the charged particles in the ID. The ATLAS solenoid is thin to
absorb as little particle energy as possible and shares the same cryostat with the LAr
to reach superconductivity.

Barrel Toroid. The barrel toroid system consists of 8 superconducting air-core coils,
each 25 m long and 5 m wide. They provide a 4 T magnetic field, although less
homogeneous than the central solenoid field. The whole system weights 830 t and
enables precise muon momentum measurements in the MS.

End-cap Toroids. The end-cap toroids work similarly as the barrel toroid system.
Eight superconducting coils in each end-cap are assembled inside an insulation vacuum
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vessel that is 5 m wide and 11 m in diameter. Each of the two end-cap toroid systems
weights 240 t.

4.2.6 Trigger System

The event rate at full ATLAS performance is ≈ 40 MHz but the potentially interesting
events are expected to appear at a rate of ≈ 1 kHz only. The ATLAS trigger system
was therefore developed for real-time event selection and consists of two main parts:
The Level-1 Trigger (LVL1) [185] and the High Level Trigger (HLT) [186].

Level-1 Trigger The LVL1 is hardware based and works online. The LVL1 uses only
a subset of information from the calorimeters and from the muon trigger detectors,
RPC and TGC. It is very fast with latency around 2.5 µs and it reduces the event flow
to around 100 kHz. The LVL1 also selects regions of interests (RoIs), which are further
analysed by the HLT.

High Level Trigger The HLT is software based and uses fast algorithms running
mostly in RoIs to select interesting events offline. At this step full detector granularity
information is available. The HLT reduces the event flow by a factor of 100 to ≈ 1 kHz
with an average latency of around 350 ms.

Correct setup of the trigger requirements is crucial since rejected events are defini-
tively lost. The ATLAS triggers typically require presence of one or several high-pT

objects in the event, such as charged leptons and jets, or large missing transverse
energy.

4.2.7 Background Radiation and Shielding

The main primary source of background radiation in the ATLAS experiment comes
from the proton-proton collisions in the vicinity of the interaction point. Typically
there are tens of collisions per bunch crossing and most of the energy from the primary
background radiation is deposited in the very forward regions, such as the FCal. In-
teractions with the detector material or the beampipe itself cause secondary radiation,
which illuminates the individual sub-detectors and especially the muon spectrometer
end-cap. As a consequence, background radiation may cause many undesirable effects
including radiation damage and ageing of the individual components. Higher occu-
pancy may lead to inefficiencies, resolution degradation and the triggers can be also
affected by spurious signals. To reduce all these effects a large amount of shielding is
used in ATLAS, as shown in Figure 4.9. The total weight of the shielding is almost
3000 t and consists mainly of metal, concrete and plastic material.
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Figure 4.9: The scheme of the shielding used in the ATLAS experiment. © CERN.

The moderator shielding is located between the inner detector and the LAr end-cap
and its aim is to reduce the flux of neutrons back-scattered in the LAr towards the
ID. It is made of polyethylene enriched with boron to improve radiation hardness. At
the very end of the LAr cryostat there are brass calorimeter shielding elements, which
are together with the disk shielding responsible for shielding the innermost part of
the MS end-cap from background radiation coming from the calorimeters. The toroid
shielding is located between the first and second layer of the MS, partially within the
toroid end-cap cryostat. It is made of iron, polyethylene with boron and stainless
steel; this combination is chosen to absorb neutrons and also the subsequently emitted
photons. The outermost forward and nose shielding protect the middle and outer
part of the MS from radiation coming from interactions in the beampipe and the so-
called Target Absorber Secondary collimator (TAS). TAS is a copper element which
is shielding the first quadrupole LHC magnet, but as a consequence it is a significant
source of secondary background radiation. Shielding in this very forward region is the
most massive and weights hundreds of tonnes. Predominately it is made out of cast
iron. Despite the shielding ATLAS has to cope with harsh radiation environment. The
annual radiation doses vary from tens of Gy/y in the tile calorimeter to more than 100
kGy/y in the innermost pixel layer and the forward detectors [187].
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4.2.8 Operation and Performance of the ATLAS Experiment

In overall, ATLAS data taking efficiency is high and the detector operation is smooth.
In Run 2 ATLAS recorded more than 94% of luminosity delivered by the LHC (Fig-
ure 4.10). Around 89% of delivered luminosity is good for physics, i.e. all physics
objects were reconstructed with good data quality. Similar numbers were obtained
also in Run 1.
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Figure 4.10: Total integrated luminosity and ATLAS data quality in 2015-2018. The figure

is taken from Ref. [188].
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Chapter 5

Object Definition

In this chapter we define physics objects that are used in the analysis, which include
tracks, electrons, muons, jets, b-jets, large-radius (large-R) jets and missing transverse
momentum. Additionally, the overlap removal procedure that prevents double counting
of a single final state object is described and the definition of the parton-level top quarks
is also discussed.

5.1 Tracks

Tracks are not used directly as stand-alone objects in the top-quark charge analysis.
However, since tracks are used in definitions of almost all physical objects, the track
reconstruction is briefly described.

The track reconstruction starts by assembling clusters using raw data from the pixel
and SCT detectors. A charged particle often induces signal in several adjacent pixels
and a connected component analysis [189] is used to group neighbouring pixels and
strips into clusters. The exact point where the particle crossed the material of the
detector is determined using a charge interpolation technique [190]. Thus, a set of
points in the three-dimensional space can be obtained.

Sets of three points satisfying various criteria such as momentum and impact pa-
rameter requirements are then used to seed the Kalman filter [191] which is used to
reconstruct tracks by adding additional points that are compatible with the prelimi-
nary trajectories. This approach is very efficient but creates a large number of track
candidates including those which are not correct or are partially overlapping.

An ambiguity-solver [192] is used to identify the correct track candidates by calcu-
lating a track score using various track properties. For example, if the track intersects
a sensitive layer without creating a signal the score is reduced, similarly if the χ2 of
the track fit is poor. Track candidates which do not match basic quality criteria listed
in Ref. [192] or have a low score are rejected.

Finally, a high resolution fit is performed on the remaining track candidates using an
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advanced neural network algorithm [193] to increase the precision of the reconstructed
track properties.

Once the tracks are reconstructed, an iterative vertex finding algorithm is used to
reconstruct vertices from at least two tracks [194]. The primary vertex is selected as
the one with the largest sum of squared transverse momenta of the associated tracks.

Track impact parameters are usually defined with respect to the beamline and the
primary vertex. The transverse impact parameter d0 is the closest approach of the
track to the beamline and the longitudinal impact parameter z0 is the z coordinate of
the closest approach with respect to the primary vertex [192].

5.2 Electrons

The electron reconstruction procedure [195] is based on reconstructing clusters in the
electromagnetic calorimeter which are then associated to the tracks of charged particles
reconstructed in the ID .

The sliding-window clustering algorithm [196] is used to identify the ECal clusters.
In the barrel (end-caps) 3 × 7 (5 × 5) ECal cells are used to reconstruct the ECal
clusters, which is equivalent to an area of size ∆η×∆φ = 0.075×0.175 (0.125×0.125).

Tracks loosely matched to the ECal clusters are investigated and required to fulfil
certain quality criteria [195]. If there is no track matched to the ECal cluster it is
classified as a photon candidate and if there are two oppositely charged tracks it is
a candidate for a converted photon. If there is only one track matched it is further
investigated as an electron candidate. Electrons are accepted within |ηcluster| < 2.47

except the transition region between the barrel and the end-cap of the liquid argon
calorimeter 1.37 < |ηcluster| < 1.52. Requirements on the impact parameters are also
applied: |d0|/σ(d0) < 5 and |z0 sin θ| < 0.5 mm.

A multivariate likelihood technique is further implemented to reject fake and non
prompt electrons, utilising full track and calorimeter cluster information into a sin-
gle discriminant [197]. By application of different requirements on the discriminant
variable three working points (WP) are defined: Tight, Medium and Loose. The effi-
ciency to identify electrons is the highest when using the Loose requirements but the
background rejection is highest with the Tight WP, as shown in Figure 5.1.

In this analysis, the Tight electron identification criteria are used to identify the
tight electrons and the Medium criteria are used for the loose electrons. The tight
electrons are the nominal ones used in the analysis while the loose are used to estimate
multijet background, as described in Section 6.3.

To further suppress non-prompt and fake electrons isolation criteria can be applied.
The isolation is studied separately in the tracker and the ECal and various operating
points combining requirements on these quantities are defined [197]. In this analysis,
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Figure 1: The efficiency to identify electrons from Z → ee decays (left) and the efficiency to identify hadrons as
electrons (background rejection, right) estimated using simulated dijet samples. The efficiencies are obtained using
Monte Carlo simulations, and are measured with respect to reconstructed electrons. The candidates are matched to
true electron candidates for Z → ee events. For background rejection studies the electrons matched to true electron
candidates are not included in the analysis. Note that the last bin used for the optimisation of the ID is 45-50 GeV,
which is why the signal efficiency increases slightly more in the 50 GeV bin than in others, and the background
efficiency increases in this bin as well.

The electron identification performance may be influenced by the parasitic collisions taking place in the
same beam crossing (in-time pileup) or a consecutive bunch crossing (out-of-time pileup) as the hard pp
collision producing the electron candidate. The number of reconstructed primary vertices is indicative
of the level of pileup in each event, with the average number of primary vertices (eight per event)
corresponding to an average pileup of 13.7. Since some shower shape distributions depend on the number
of pileup collisions per bunch crossing, the cut on the LH discriminant value is loosened as a function
of the number of primary vertices. This is done to ensure that the LH identification remains efficient at
high pileup, without drastically increasing the amount of background accepted by the LH selection. The
optimisation included simulations with a number of pileup collisions of up to 40, covering the range of
the pileup observed in 2015.

At high ET, some of the calorimeter variable distributions are different from the typical distributions
obtained with Z → ee and used to construct the LH PDFs. Higher energy electrons tend to deposit
relatively smaller fractions of their energy in the early layers of the EM calorimeter, and more in the later
layers of the EM calorimeter or even in the hadronic calorimeter. Loose and Medium were deemed to be
loose enough to be robust against these ET-dependent changes. However, the tighter requirement used in
Tight would lead to inefficiencies at high ET, if not handled properly. Thus, for electron candidates with
ET above 125 GeV, Tight uses the same discriminant selection as Medium but adds rectangular cuts on
wstot and E/p, which were found to be particularly effective at discriminating signal from background at
high ET.

In addition to the multivariate approach used in the LH method described so far, a cut-based method using
a set of rectangular cuts on the electron ID discriminating variables was used in Run-1. This method
encompasses a similar set of operating points. The cut-based Loose operating point relies primarily on
information from the hadronic calorimeter and the first two layers of the EM calorimeter for distinguishing
signal from background. The cut-based Medium operating point adds information from the TRT, the
transverse impact parameter, and the third layer of the EM calorimeter, in addition to tighter cuts on the

8

Figure 5.1: The efficiency to identify electrons obtained using Z → e+e− decays (left) and the

probability of mis-identifying hadrons as electrons (right). The figure is taken from Ref. [197].

the Gradient [197] isolation is applied to the tight electrons while no isolation is
required for loose electrons.

Since quality of the electron identification and reconstruction can be slightly dif-
ferent between data and MC, scale factors are applied to correct the discrepancies in
the simulation. The scale factors are obtained in well understood processes such as
Z → e+e− and J/ψ → e+e− [195].

5.3 Muons

Muons are reconstructed using a unified muon identification chain [198], which com-
bines information from the ID and the MS.

In the MS the reconstruction starts by forming segments in each layer from individ-
ual signals from MDT and CSC utilising also information from RPC and TGC. The
track candidates are then formed by a combinatorial matching of segments in differ-
ent layers. Various criteria on the segment quality are introduced and the matching
is performed using the relative segment positions and angles. At least two matching
segments are required to form a track except in transition regions between the barrel
and the end-caps, where even one segment with high quality can be used.

Track candidates are accepted if they fulfil criteria on a global χ2 fit which combines
information from the ID and the MS. In this analysis only muons within |η| < 2.5 are
selected and impact parameter cuts |d0|/σ(d0) < 3 and |z0 sin θ| < 0.5 mm are applied.

Similarly to the electron definition, a multivariate likelihood is calculated to sup-
press non-prompt and fake muons. The momentum and transverse momentum infor-
mation is compared between the ID and MS and the total χ2 value is also considered.
The Medium WP is used in this analysis in tight and loose muon definition and the
Gradient isolation is additionally applied in tight muons [198]. The Medium identifi-

55



OBJECT DEFINITION

cation efficiency as a function of muon transverse momentum is shown in Figure 5.2.
Discrepancies between muon identification and reconstruction in data and simulation
are corrected by application of scale factors.292 Page 10 of 30 Eur. Phys. J. C (2016) 76 :292

E
ffi

ci
en

cy

0.96

0.98

1

ATLAS
-1 = 13 TeV, 3.2 fbs

|>0.1η muons, |Medium

 Dataμμ→ψJ/
 MCμμ→ψJ/

 Dataμμ→Z
 MCμμ→Z

 [GeV]
T

 p
6 7 8 910 20 30 40 50 60 210

D
at

a 
/ M

C

0.98
1

1.02 Stat only  Stat⊕Sys

Fig. 6 Reconstruction efficiency for the Medium muon selection as
a function of the pT of the muon, in the region 0.1 < |η| < 2.5 as
obtained with Z → μμ and J/ψ → μμ events. The error bars on the
efficiencies indicate the statistical uncertainty. The panel at the bottom
shows the ratio of the measured to predicted efficiencies, with statistical
and systematic uncertainties

muons with 0.1 < |η| < 2.5. The efficiency is stable and
slightly above 99 % for pT > 6 GeV. Values measured from
J/ψ → μμ and Z → μμ events are in agreement in the
overlap region between 10 and 20 GeV. The efficiency scale
factors are also found to be compatible.

6.2 Muon reconstruction efficiency for |η| > 2.5

As described in the previous sections, the reconstruction of
combined muons is limited by the ID acceptance to the pseu-
dorapidity region |η| < 2.5. For |η| > 2.5, the efficiency is
recovered by using the ME muons included in the Loose and
Medium muon selections. A measurement of the efficiency
SF for muons in the region 2.5 < |η| < 2.7 (high-η region)
is performed using the method described in Ref. [12]. The
number of muons observed in Z → μμ decays in the high-η
region is normalised to the number of muons observed in the
region 2.2 < |η| < 2.5. This ratio is calculated for both data
and simulation, applying all known performance corrections
to the region |η| < 2.5. The SFs in the high-η region are
defined as the ratio of the aforementioned ratios and are pro-
vided in 4 η and 16 φ bins. The values of the SFs measured
using the 2015 dataset are close to 0.9 and are determined
with a 3–5 % uncertainty.

7 Isolation

Muons originating from the decay of heavy particles, such
as W , Z , or Higgs bosons, are often produced isolated from
other particles. Unlike muons from semileptonic decays,
which are embedded in jets, these muons are well separated
from other particles in the event. The measurement of the

detector activity around a muon candidate, referred to as
muon isolation, is therefore a powerful tool for background
rejection in many physics analyses.

7.1 Muon isolation variables

Two variables are defined to assess muon isolation: a track-
based isolation variable and a calorimeter-based isolation
variable.

The track-based isolation variable, pvarcone30
T , is defined as

the scalar sum of the transverse momenta of the tracks with
pT > 1 GeV in a cone of size �R = min

�
10 GeV/pμ

T , 0.3
�

around the muon of transverse momentum pμ
T , excluding the

muon track itself. The cone size is chosen to be pT-dependent
to improve the performance for muons produced in the decay
of particles with a large transverse momentum.

The calorimeter-based isolation variable, E topocone20
T , is

defined as the sum of the transverse energy of topological
clusters [27] in a cone of size �R = 0.2 around the muon, after
subtracting the contribution from the energy deposit of the
muon itself and correcting for pile-up effects. Contributions
from pile-up and the underlying event are estimated using
the ambient energy-density technique [28] and are corrected
on an event-by-event basis.

The isolation selection criteria are determined using the
relative isolation variables, which are defined as the ratio
of the track- or calorimeter-based isolation variables to the
transverse momentum of the muon. The distribution of the
relative isolation variables in muons from Z → μμ events
is shown in the top panels of Fig. 7. Muons included in
the plot satisfy the Medium identification criteria and are
well separated from the other muon from the Z boson
(�Rμμ > 0.3). The bottom panel shows the ratio of data
to simulation.

7.2 Muon isolation performance

Seven isolation selection criteria (isolation working points)
are defined, each optimised for different physics analyses.
Table 2 lists the seven isolation working points with the dis-
criminating variables and the criteria used in their definition.

The efficiencies for the seven isolation working points are
measured in data and simulation in Z → μμ decays using the
tag-and-probe method described in Sect. 6. To avoid probe
muons in the vicinity of a jet, the angular separation �R
between the probe muon and the closest jet, reconstructed
using an anti-kt algorithm [29] with radius parameter 0.4
and with a transverse momentum greater than 20 GeV, is
required to be greater than 0.4. In addition, the two muons
originating from the Z boson decay are required to be sep-
arated by �Rμμ > 0.3. Figure 8 shows the isolation effi-
ciency measured for Medium muons in data and simulation

123

Figure 5.2: The efficiency to identify muons obtained with Z → µ+µ− and J/ψ → µ+µ−

events for data and MC. The figure is taken from Ref. [198].

5.4 Jets

Quarks and gluons are coloured and due to quark confinement they are observed ex-
perimentally as showers of hadrons, so-called jets, as discussed already in Section 1.2.1

The jet reconstruction starts in the HCal, where the energy deposits are measured
at the electromagnetic (EM) scale from the electromagnetically interacting particles.
Subsequently, energy deposits are clustered using topological clustering algorithm [196].
The anti-kt algorithm [199] with a radius parameter R = 0.4 is used to reconstruct
small-R jets from topological calorimeter clusters. The anti-kt algorithm satisfies in-
frared and collinear safety requirements [200], i.e. it is not affected by collinear splitting
or soft gluon emissions within the hadron showers and the number of reconstructed jets
remains independent of these effects, which are hard to theoretically describe and sim-
ulate.

The topological clusters are obtained only from electromagnetically interacting par-
ticles and are affected by pile-up, therefore the output jets from the anti-kt algorithm
need a couple of corrections and calibrations in order to get the correct jet kinematic
properties [201]. The jet energy is corrected for pile-up effects using a technique based
on jet area [202] which subtracts the pile-up contribution (per event) from the jet.
Additionally, residual pile-up correction to the jet pT is applied as a function of the
number of primary vertices and the number of interactions per bunch crossing.
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After the pile-up corrections the jet energy scale (JES) and η calibration based on
the Pythia [203–205] MC simulation is performed [201]. The average energy response
as a function of the ηdet for jets with different ’truth’ energy is shown in Figure 5.3. The
energy response is in general lower with increasing ηdet and in the transition regions
between the individual calorimeter sub-detectors. Subsequently, the Global Sequential
Calibration (GSC) is applied to correct for residual dependencies of the JES on various
jet properties, such as the number of tracks, fraction of jet energy measured in the LAr
and in the first layer of the HCal etc. [201].

ambiguities in the matching of calorimeter jets to truth jets.
An isolated calorimeter jet is required to have no other
calorimeter jet of pT > 7 GeV within ΔR ¼ 0.6, and only
one truth jet of ptruth

T > 7 GeV within ΔR ¼ 1.0.
The average energy response is defined as the mean of a

Gaussian fit to the core of the Ereco=Etruth distribution for
jets, binned in Etruth and ηdet. The response is derived as a
function of ηdet, the jet η pointing from the geometric center
of the detector, to remove any ambiguity as to which region
of the detector is measuring the jet. The response in the
full ATLAS simulation is shown in Fig. 4(a). Gaps and
transitions between calorimeter subdetectors result in a
lower energy response due to absorbed or undetected
particles, evident when parametrized by ηdet. A numerical
inversion procedure is used to derive corrections in Ereco

from Etruth, as detailed in Ref. [13]. The average response is
parametrized as a function of Ereco and the jet calibration
factor is taken as the inverse of the average energy response.
Good closure of the JES calibration is seen across the entire η
range, compatible with that seen in the 2011 calibration. As
in 2011, a small nonclosure on the order of a few percent is
seen for low-pT jets due to a slightly non-Gaussian energy
response and jet reconstruction threshold effects, both of
which impact the response fits.
A bias is seen in the reconstructed jet η, shown in

Fig. 4(b) as a function of jηdetj. It is largest in jets that
encompass two calorimeter regions with different energy
responses caused by changes in calorimeter geometry or
technology. This artificially increases the energy of one side
of the jet with respect to the other, altering the reconstructed
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FIG. 4. (a) The average energy response as a function of ηdet for jets of a truth energy of 30, 60, 110, 400, and 1200 GeV. The energy
response is shown after origin and pile-up corrections are applied. (b) The signed difference between the truth jet ηtruth and the
reconstructed jet ηreco due to biases in the jet reconstruction. This bias is addressed with an η correction applied as a function of ηdet.
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Figure 5.3: The average energy response as a function of the detector ηdet for jets with different

’truth’ energy. The figure is taken from Ref. [201].

Finally, the multivariate Jet Vertex Tagger (JVT) [206] is also used to discriminate
jets originating from the primary vertex from jets from pile-up collisions, using the
inner detector tracks associated with the jet. In this analysis the JVT discriminant
is required to be larger than 0.59 for jets with pT < 60 GeV and all small-R jets are
required to be within |η| < 2.5.

5.5 Large-R Jets

If the hadronically decaying top quark is produced with very large momentum it might
be inefficient or even impossible to reconstruct its decay products by searching for
three small-R jets. Instead, the hadronic showers are often overlapping and it is more
efficient to search for one large jet, further referred to as large-R jet.

Despite some similarities with the small-R jets definition and reconstruction there
are also many important differences. The advanced local cluster weighting (LCW)
scheme [207] is used in order to maximise the information that can be obtained from
the cluster shape variables and the anti-kt algorithm is used with R = 1.0. The
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large-R jets are even much more sensitive to pile-up contributions and the so-called
grooming techniques are usually applied in order to find and throw away pile-up-like
constituents of the large-R jet. This analysis utilises the trimming procedure described
in Ref. [208]. The idea is that the constituents of the large-R jet are reclustered using
the kt algorithm [209] with a radius parameter Rsub. The kt sub-jets carrying less than
a fraction fcut of the large-R jet pT are removed and the large-R jet pT is recalculated
from the remaining sub-jets. In this analysis values of Rsub = 0.2 and fcut = 0.05 are
used and the trimming procedure is illustrated in Figure 5.4.

in clusters of calorimeter cells, as opposed to additional energy being added to already

existing clusters produced by particles originating from the hard scattering process, this

allows a relatively simple jet energy offset correction for smaller radius jets (R = 0.4, 0.6)

as a function of the number of primary reconstructed vertices [48].

Figure 4. Diagram depicting the jet trimming procedure.

The trimming procedure uses a kt algorithm to create subjets of size Rsub from the

constituents of a jet. Any subjets with pTi/p
jet
T < fcut are removed, where pTi is the

transverse momentum of the ith subjet, and fcut is a parameter of the method, which is

typically a few percent. The remaining constituents form the trimmed jet. This procedure

is illustrated in figure 4. Low-mass jets (mjet < 100 GeV) from a light-quark or gluon lose

typically 30–50% of their mass in the trimming procedure, while jets containing the decay

products of a boosted object lose less of their mass, with most of the reduction due to

the removal of pile-up or UE (see, for example, figures 29 and 32). The fraction removed

increases with the number of pp interactions in the event.

Six configurations of trimmed jets are studied here, arising from combinations of

fcut and Rsub, given in table 1. They are based on the optimized parameters in ref. [7]

(fcut = 0.03, Rsub = 0.2) and variations suggested by the authors of the algorithm. This

set represents a wide range of phase space for trimming and is somewhat broader than

considered in ref. [7].

Pruning: The pruning algorithm [6, 49] is similar to trimming in that it removes con-

stituents with a small relative pT, but it additionally applies a veto on wide-angle radiation.

The pruning procedure is invoked at each successive recombination step of the jet algo-

rithm (either C/A or kt). It is based on a decision at each step of the jet reconstruction

whether or not to add the constituent being considered. As such, it does not require the

reconstruction of subjets. For all studies performed for this paper, the kt algorithm is used

in the pruning procedure. This results in definitions of the terms wide-angle or soft that

are not directly related to the original jet but rather to the proto-jets formed in the process

of rebuilding the pruned jet.

The procedure is as follows:

• The C/A or kt recombination jet algorithm is run on the constituents, which were

found by any jet finding algorithm.

– 11 –

Figure 5.4: Diagram depicting the large-R jet trimming procedure. The figure is taken from

Ref. [210].

Similarly to the small-R jets, a set of calibrations is applied to correct the large-R
detector response to the ’truth’ values.

The large-R jets are further required to have signatures of the hadronic top quark
decays and top tagging criteria on the jet mass and the substructure variable τ32 [95]
are applied. The criteria are chosen in order to obtain 80% efficiency of tagging large-R
jets from the hadronic top quark decays.

5.6 B-Tagging

Identifying small-R jets initiated by a b quark is important for correct identification
and reconstruction of the tt̄ events, as well as for background suppression.

A multivariate MV2c10 algorithm [211,212] is used in this analysis to identify b-jets.
The MV2c10 algorithm combines inputs from three stand-alone b-tagging algorithms
SV1, JetFitter and IP3D with jet pT and η within a boosted decision tree (BDT). All
of the three stand-alone algorithms exploit the fact that majority of b-hadrons have a
non-negligible decay length and a secondary vertex typically can be reconstructed. The
IP3D is track-based and calculates the discriminant from the transverse and longitudi-
nal track impact parameters. Typically, tracks originating from b-hadron decays have
large impact parameters while tracks from light jets have impact parameters consistent
with zero.
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The SV1 and JetFitter are secondary-vertex based. The SV1 algorithm reconstructs
a single secondary vertex and various vertex properties such as invariant mass of the
vertex, decay length, track multiplicity and the energy fraction1 are considered. The
JetFitter is a topological multi-vertex algorithm based on a modified Kalman filter
and reconstructs the full decay topology including possible tertiary vertex which cor-
responds to the point where the c-hadron decayed. Similarly to the SV1, properties of
the vertices are combined into a single discriminant.

The final output of the combined MV2c10 algorithm is a discriminant from -1 to 1
which non-linearly corresponds to a probability that the jet is initiated by a b quark.
Jets initiated by a b quark have typically outputs close to 1 and light jets close to -1, as
demonstrated in Figure 5.5. In the case of c-jets the situation is more complex, since
c-hadrons can also produce secondary vertices with a non-negligible decay length.
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Figure 1. (a) The MV2c10 output for b-jets (solid line), c-jets (dashed line) and light-flavour jets

(dotted line) in simulated tt̄ events. (b) The light-flavour jet (dashed line) and c-jet rejection factors

(solid line) as a function of the b-jet tagging efficiency of the MV2c10 b-tagging algorithm. The

performance was evaluated on tt̄ events simulated using Powheg interfaced to Pythia6.
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Figure 2. The light-flavour jet (squares) and c-jet rejection factors (triangles) at a b-tagging

efficiency of 70% corresponding to (a) the single-cut OP and (b) the flat-efficiency OP as a function

of the jet pT for the MV2c10 b-tagging algorithms in tt̄ events simulated using Powheg interfaced

to Pythia6.

mt = 172.5 GeV, a setting that was found to improve the description of the pT of the tt̄

system when compared to data [28].

The dominant non-tt̄ process is the associated production of a single top quark and

a W boson (Wt process), which also contains a large fraction of b-jets. Other processes

– 6 –

Figure 5.5: The MV2c10 outputs for b-jets, c-jets and light jets (left) and the c-jet and light

jet rejection factors as a function of the b-tagging efficiency (right). The figure is taken from

Ref. [213].

In this analysis the MV2c10 discriminant is required to be larger than 0.64 in order
to consider jets as b-tagged. This threshold corresponds to an inclusive 77% b-jet
selection efficiency. The corresponding rejection factors for jets initiated by a c quark,
tau lepton, and light quarks are 4, 16, and 113, respectively. To account for mis-
modelling of selection efficiency of the different quark flavour jets and jets initiated
by hadronically decaying tau leptons, per-jet scale factors obtained from tt̄ events in
data [211,214] are applied.

1The energy fraction in SV1 is defined as the total energy of tracks associated to the vertex to the total
energy of all tracks associated to the jet.
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5.7 Missing Transverse Momentum

Neutrinos do not interact with the detector material and can be observed only indi-
rectly as missing momentum in the transverse plane with a magnitude Emiss

T . The
two components Emiss

x and Emiss
y of Emiss

T are calculated from the transverse momenta
of all reconstructed objects - charged leptons, photons and jets [215]. Additionally, a
soft term calculated from the ID tracks not associated to any physical object is also
considered:

Emiss
x(y) = Emiss,`

x(y) + Emiss,γ
x(y) + Emiss,jets

x(y) + Emiss,soft
x(y) . (5.1)

The whole procedure is sensitive to pile-up effects which have to be carefully ana-
lysed [215]. Calibration is performed using Z → µ+µ− events which are expected to
have zero Emiss

T and with W → `ν̄` processes where ` stands for electron or muon.
Additionally, tt̄ events decaying in the `+jets channel are used to study the Emiss

T

performance in an environment with higher jet multiplicity.

5.8 Overlap Removal

In order to avoid double counting of single final state objects an overlap removal pro-
cedure between electrons, muons and small-R jets is implemented as a sequence of
operations:

• Electron candidates sharing a track with a muon candidate are removed.

• If the distance between a small-R jet and an electron candidate is ∆R < 0.2, the
jet is dropped. If multiple small-R jets fulfil this requirement, only the closest
one is removed.

• If the distance between a small-R jet and an electron candidate is 0.2 < ∆R < 0.4,
the electron is dropped.

• Jets with less than three tracks found within ∆R < 0.2 of muon candidates are
removed.

• Subsequently, muon candidates found within ∆R < 0.4 of jets are removed.

5.9 Parton-Level Top Quark

For the purposes of unfolding it is necessary to define parton-level top quarks in MC
simulated samples. In this analysis, the last top (antitop) quark in the ’truth’ chain
before decay is taken. For the nominal sample this corresponds to the top quarks after
FSR, since FSR also affects the charge asymmetry.
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Chapter 6

Data and Simulated Samples

In this section the dataset used in the AC analysis at
√
s = 13 TeV is described. We

also discuss how the SM prediction is obtained - the Monte Carlo modelling and a
data-driven (DD) technique used to estimate contribution from processes which are
difficult to simulate.

6.1 Data Sample

The analysis is carried out using full Run 2 pp collision dataset at
√
s = 13 TeV col-

lected by the ATLAS experiment in 2015-2018. Only data taking periods (so-called
lumiblocks) in which all sub-detectors were fully operational are used in this analysis.
The ’good’ lumiblocks are summarised in the so-called Good Run Lists (GRLs). The
luminosity is measured using the LUCID-2 [216] detector and the corresponding uncer-
tainties are derived following an approach similar to the one described in Ref. [217]. The
combined 2015-2018 GRLs correspond to the total integrated luminosity of 139 fb−1

with an uncertainty of 1.7%. The breakdown of luminosity values for the individual
data taking years is shown in Table 6.1.

Year GRL
∫
L dt [fb−1]

2015 3.2±0.1
2016 33.0±0.7
2017 44.3±1.1
2018 58.5±1.2
Total 139.0±2.4

Table 6.1: Integrated luminosities of the GRLs corresponding to the individual data taking

years in Run 2, including the total integrated luminosity. The uncertainties are also shown.

The datasets corresponding to the individual data taking years do not differ only
in the amount of data collected, but also in the pile-up conditions. While the mean
number of interactions per bunch crossing 〈µ〉 was 13.4 in 2015, in 2017 it was 37.8
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with maximum values of over 70. The pile-up distributions are shown in Figure 6.1.
In general, events with larger pile-up are more difficult to reconstruct due to larger
number of background collisions causing noise in the tracker and the calorimeters.
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Figure 6.1: Luminosity-weighted distributions of the mean number of interactions per bunch

crossing for the 2015-2018 years, as well as for their combination. Full online luminosity

recorded by the ATLAS experiment is shown. Figure is taken from Ref. [178].

6.2 Monte Carlo Samples

For several reasons it is very useful, and often even necessary, to simulate the studied
physical phenomena according to the predictions of the SM (or some different theory)
using the Monte Carlo method. Proper simulations help to validate the agreement
between the data and the SM in some well understood, control distributions. At the
same time simulations enable to understand the sensitivity of the detection technique
to the studied quantity - acceptance, resolution and migrations between the parton
and the reconstruction levels. The obtained information can be used to unfold the
measured data to obtain the ’true’ distributions, unaffected by the imperfectness of
the experiment, as described in detail in Chapter 8.

There are several steps that need to be properly modelled, e.g. the PDFs of the
interacting protons, hard scattering and matrix elements, parton showering and hadro-
nisation, pile-up contribution, interaction with the material of the detector and the
detector response. Additionally, MC generators use a couple of relatively free parame-
ters which have to be tuned using real data in order to describe the reality in the best
possible way.

The simulated samples are generated in three so-called campaigns, corresponding to
different pile-up profiles in the individual years of data taking - the mc16a corresponds to
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the combined 2015 and 2016 datasets and the mc16d and mc16e campaigns correspond
to the 2017 and 2018 datasets, respectively. The campaigns use independent sets of
events and can be simply summed to describe the full Run 2 dataset.

In this section we decribe the simulated samples used in this analysis. Some of the
features are common between almost all samples. Decays of heavy hadrons are modelled
using the EvtGen 1.6.0 [218] generator, with the exception of some of the background
samples generated by the Sherpa 2.2 [219] generator. The response of the ATLAS
detector is simulated mostly using the Geant4 [220] software, which performs a full
simulation of particle showers in the calorimeters. However, this is computationally
very demanding and for some samples (mentioned below) the AtlFast-II [221, 222]
which applies some approximations is used instead. To model the additional pile-
up pp interactions from the same (or close-by) bunch crossing the hard scattering
events are overlaid with a set of minimum-bias pp interactions generated using the
Pythia 8 [203–205] generator and the MSTW2008LO [223] PDF set.

6.2.1 Signal Modelling

The nominal tt̄ signal sample is modelled using the Powheg Box 2 [224–226] matrix
element (ME) generator which provides matrix elements at NLO in the QCD with the
NNPDF3.0NLO [227] PDF set and the hdamp

1 parameter set to 1.5mtop [228]. The ME
generator assumes mtop = 172.5 GeV and is interfaced with Pythia 8.230 generator
for the parton shower (PS) and hadronisation modelling. The NNPDF2.3LO [227]
PDF set and A14 [229] set of tuned parameters is applied in hadronisation.

To estimate the uncertainty on the signal modelling alternative signal samples are
also generated using different MC generators. The uncertainty on the ME modelling is
estimated by comparing the nominal sample with the one where the Powheg Box 2

is replaced by the MadGraph5_aMC@NLO 2.6.0 [230] generator. Similarly, the
uncertainty on the PS modelling is estimated by comparing the nominal sample with the
one where Pythia 8.230 is replaced by Herwig 7.04 [231,232] with the H7UE [232]
set of tuned parameters and the MMHT2014LO [233] PDF set. Finally, the nominal
generator setup with different mtop values is used to evaluate the effect of the top
quark mass uncertainty. The response of the detector in the alternative signal samples
is mostly modelled using the simplified AtlFast-II approach instead of Geant4.
Further information about the systematic uncertainties related to the MC modelling
can be found in Section 9.2.

All signal tt̄ samples, generated at the NLO in QCD, are normalised to the cross
section at NNLO in QCD with NNLL soft gluon terms, σ(tt̄)NNLO+NNLL = 832 pb−1

[82, 83], discussed already in Section 2.1.1.
1The hdamp parameter controls the transverse momentum of the first additional gluon emission beyond the

leading-order Feynman diagram in the parton shower.
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6.2.2 Background Modelling

In this subsection the generators used to model the important background processes
are briefly described. Processes, which are not mentioned here, either belong to the
’multijet’ category described in Section 6.3 or they are considered to be negligible and
are not taken into account.

Single Top Quark Production. The single top quark production in the t-, Wt- and
s-channels is simulated using a similar set of MC generators as in the case of the
nominal tt̄ signal sample. The Powheg Box 2 [224–226,234–236] at NLO in QCD is
interfaced with Pythia 8.230 using the A14 set of tuned parameters. Similarly as in
the case of the tt̄ modelling, alternative MC generators are used to estimate the single
top quark modelling uncertainties. The single top quark samples are normalised to the
approximate NNLO cross sections [82,83], discussed in Section 2.1.2.

T t̄W , tt̄Z and tt̄H. The associated production of the tt̄ pair with the W or Z boson
(collectively referred to as tt̄V ) is generated using the MadGraph5_aMC@NLO 2.3.3

ME generator at NLO interfaced with Pythia 8.210. In the case of the tt̄H produc-
tion the ME is generated using Powheg Box 2 in the mc16a and mc16d campaigns,
while MadGraph5_aMC@NLO 2.6.0 is used in the mc16e campaign. In all three
campaigns the ME generator is interfaced with Pythia 8.210. The tt̄V and tt̄H cross
sections are calculated at the NLO QCD+EW accuracies [237].

W+jets, Z+jets and Diboson. The V+jets and diboson (WW , ZZ, WZ) produc-
tion is simulated with the stand-alone Sherpa 2.2 parton shower Monte Carlo gener-
ator. The NNPDF3.0NNLO [227] set of PDFs and a dedicated set of tuned parton
shower parameters developed by the Sherpa authors are used. The V+jets samples
are normalised to the NNLO prediction [238] and the diboson prediction is scaled to
the NLO precision [239].

6.3 Data-Driven Background Estimate

The MC modelling is a reliable method of estimating the expected signal and back-
ground distributions, but it has some limitations. For example, processes with very
large cross sections and at the same time very small acceptanceare particularly chal-
lenging to simulate. A very large number of events has to be generated since only a
small fraction of them passes the selection criteria. Furthermore, the result is typically
very sensitive to even small mis-modelling and is affected by large statistical and sys-
tematic uncertainties. An alternative approach is to estimate the contribution of the
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particular process using the data-driven (DD) technique which extracts the information
directly from the measured data.

In this analysis the challenging background is the fake and non-prompt lepton con-
tribution, further referred to as multijet background or ’fakes ’. The fake leptons are
mis-identified leptons, typically photons or light hadrons identified as electrons. The
non-prompt leptons are genuine, correctly identified leptons, but not originating from
the primary vertex. Instead, the non-prompt leptons are created during subsequent
interactions, such as heavy hadron decays, photon conversions etc.

To estimate the contribution of the multijet background the DDmatrix method [240]
is used in this analysis. In the matrix method, two categories of events are defined -
events that satisfy the so-called loose lepton selection criteria and events that pass the
so-called tight lepton requirements. The tight lepton selection is the one used in the
measurement itself and events passing the tight selection are a subset of events passing
the loose selection. Typically, the loose lepton selection uses e.g. less strict lepton
definition and isolation requirements.

In the `+jet tt̄ decay channel the number of events in data with one loose (tight)
lepton can be written as:

Nloose = N real
loose +N fake

loose (6.1)

and
Ntight = N real

tight +N fake
tight, (6.2)

where N real
loose (N fake

loose) is the number of events with (without) a real prompt lepton
satisfying the loose lepton requirements. Similarly, N real

tight (N fake
tight) is the number of

events with (without) a real prompt lepton satisfying the tight lepton criteria.
The probability of a real prompt lepton satisfying the loose criteria to pass also the

tight selection, the real efficiency εreal, is defined as

εreal =
N real

tight

N real
loose

(6.3)

and similarly the fake efficiency εfake can be expressed as:

εfake =
N fake

tight

N fake
loose

. (6.4)

The real and fake efficiencies can be measured in data using suitable control regions.
The real efficiency εreal is typically estimated using the well-understood Z → e+e− and
Z → µ+µ− processes with the tag and probe technique. One lepton is required to pass
the tight selection and the second one is used to probe the efficiency of fulfilling the loose
and tight criteria. The fake efficiency εfake can be measured using selections that prefer
multijet events, e.g. selections requiring low Emiss

T or high lepton impact parameter with
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respect to the primary vertex. The contribution from processes containing prompt
leptons is estimated using MC and subtracted to obtain pure multijet sample. The
fake efficiency εfake is then determined as a ratio between the number of tight and loose
events in these regions. Typically, the real and fake efficiencies are parametrised as
functions of various kinematic observables and event properties, such as jet and b-jet
multiplicities.

Once the real and fake efficiencies are known, it is possible to solve the set of two
linear equations (6.1) and (6.2) to get the number of fake lepton events when using the
tight selection:

N fake
tight =

εfake

εreal − εfake (εrealNloose −Ntight) (6.5)

In practice, a weight is applied to each data event to obtain the multijet distribution.
Events passing the tight selection contribute with weight

wtight =
εfake(εreal − 1)

(εreal − εfake)
(6.6)

and events that pass only the loose selection and not the tight one are assigned a weight

wnot-tight =
εfakeεreal

(εreal − εfake)
. (6.7)

Since typically εreal > εfake, tight events contribute negatively and the contribution
from events passing only the loose selection is positive.

6.3.1 Parametrisation Choice

The following parametrisations of real and fake efficiencies were studied: lepton pT and
η, distance between the lepton and the closest jet ∆R(`, jet), ∆Φ(`, Emiss

T ), leading jet
pT, jet multiplicity and b-jet multiplicity. All combinations of two of these variables
were also tested. The basic criterion for a good parametrisation is to provide non-
negative multijet contributions to all bins in the studied inclusive and differential ∆|y|
distributions and to be in good agreement with data in basic ’control’ distributions,
such as jet pT, lepton pT, Emiss

T etc. Parametrisations that describe well multijet
contributions in both 1 b-tag exclusive and 2 b-tag inclusive signal regions (described
in Section 7.1) are preferred.

The optimal parametrisation is chosen independently for the e+jets/µ+jets tt̄ de-
cay channel and for the resolved/boosted event topology. Typically, only one or two
parametrisations satisfy the criteria above. Out of these, one is picked as a nominal
choice and the second one as a ’shape’ systematic uncertainty. If only one parametri-
sation passes the criteria, another parametrisation with the lowest number of negative
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∆|y| bins is chosen as a systematic uncertainty while the negative bins are set to zero.
In all cases the same parametrisation is used for real and fake efficiencies and final
choices are summarised in Table 6.2. In the case of the boosted topology in µ+jets
events the contribution from multijet background is found to be negligible, well bellow
1%, and is omitted completely.

Channel εreal and εfake parametrisation
nominal alternative

e+jets, resolved/boosted plead. jet
T , ∆Φ(`, Emiss

T ) p`T, ∆Φ(`, Emiss
T )

µ+jets, resolved p`T, p
lead. jet
T plead. jet

T , ∆Φ(`, Emiss
T )

Table 6.2: Summary of the parametrisations of real and fake efficiencies used to define nominal

and alternative (used for determination of systematic uncertainty) multijet distributions.
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Chapter 7

Event Selection and Reconstruction

7.1 Event Selection

A set of selection criteria is applied on data satisfying the GRL requirements (see
Section 6.1) and simulated samples in order to reconstruct tt̄ `+jets events in the
resolved and boosted topology, introduced in Section 2.2.2.

7.1.1 Selection Criteria Common to Resolved and Boosted Topologies

The following selection criteria are used to select `+jets events in both resolved and
boosted topologies:

• Primary vertex with at least two tracks is required. Since typically multi-
ple vertices are present, vertex with the highest

∑
p2

T,track, where pT,track is the
transverse momentum of track associated to the vertex, is chosen.

• Event quality – to avoid events affected by detector noise criteria on the calorime-
ter response and on the jet quality must be fulfilled.

• Single electron/muon trigger requirements, at least one of the triggers listed
in Table 7.1 must be fired. Slightly higher trigger thresholds are used in 2016-2018
data due to larger pile-up contribution.

• Exactly one electron or muon matched to the trigger with pT > 28 GeV is
required. This value is slightly larger than the lowest trigger thresholds in order
to operate at the trigger efficiency plateau. Events containing additional leptons
with pT > 25 GeV are rejected.

• Missing transverse energy and W boson transverse mass (MW
T ) – in

order to suppress fake and non-prompt leptons from multijet background Emiss
T of

at least 30 GeV and MW
T

1 of at least 30 GeV is required. In the µ+jets channel
1MW

T =
√

2p`TE
miss
T (1− cos ∆φ) where ∆φ is the angle between the lepton and Emiss

T in the transverse
plane with respect to the beam axis.
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Dataset e+jets µ+jets

2015
HLT_e24_lhmedium_L1EM20VH

HLT_e60_lhmedium
HLT_e120_lhloose

HLT_mu20_iloose_L1MU15
HLT_mu50

2016 - 2018
HLT_e26_lhtight_nod0_ivarloose

HLT_e60_lhmedium_nod0
HLT_e140_lhloose_nod0

HLT_mu26_ivarmedium
HLT_mu50

Table 7.1: Summary of the ATLAS triggers used in the `+jets selection. The HLT string in

the trigger names stands for high level trigger discussed in Section 4.2.6 and the numbers,

e.g. e24 and mu50 correspond to different momentum thresholds in GeV. Leptons with

lower momentum are required to fulfil more strict likelihood (e.g. lhmedium) and isolation

(e.g. ivarloose) criteria than those with higher momenta. The nod0 string indicates that

no transverse impact parameter requirements are applied and L1 indicates that also Level-1

trigger requirements have to be fulfilled.

no cut is applied on Emiss
T but Emiss

T +MW
T > 60 GeV is required.

• B-tagged jet – at least one of the small-R jets is required to be b-tagged by the
algorithm described in Section 5.6.

7.1.2 Selection Criteria Specific to the Resolved Topology

• At least 4 small-R jets with pT > 25 GeV are required.

• Boosted veto is implemented in order to remove an overlap between events
passing both resolved and boosted criteria. These events are removed from the
resolved topology since reconstruction of the top quark four momenta is easier in
the boosted topology.

• Event reconstruction requirements – the tt̄ system is reconstructed using a
boosted decision tree (BDT) algorithm, described in detail in Section 7.2. Events
are required to have BDT discriminant > 0.3 in order to suppress background
processes and combinatorial background due to wrong assignment of jets in tt̄

events. This criterion accepts around 52% of tt̄ events and only 27% of back-
ground events. Further details on the BDT threshold optimisation are provided
in Section 7.2.

7.1.3 Selection Criteria Specific to the Boosted Topology

• At least one small-R jet close to the lepton with pT > 25 GeV and
∆R(jet, `) < 1.5 is required. If multiple jets satisfy this condition, the one with
highest pT is considered for the subsequent reconstruction of the leptonically de-
caying top quark.
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• At least one top-tagged large-R jet with pT > 350 GeV and |η| < 2. In
the case of multiple large-R jets satisfying these conditions the one with the
highest pT is chosen. Since both top quarks are expected to be back-to-back
in the tt̄ rest frame, additional requirements related to the large-R jet, isolated
lepton and the small-R jet close to the lepton (∆R(jet, `) < 1.5) are applied:
∆φ(jetR=1.0, `) > 2.3 and ∆R(jetR=1.0, jetR=0.4) > 1.5.

• Invariant mass of the reconstructed tt̄ system is required to be larger than
500 GeV. This criterion is imposed to remove a negligible fraction (≈ 0.1%) of
poorly reconstructed events which pass the boosted selection criteria despite low
tt̄ mass.

7.1.4 Event Yields

The event yields after the event selection are summarised in Tables 7.2 and 7.3.

Process: Electron channel Muon channel
1b-excl. 2b-incl. 1b-excl. 2b-incl.

tt̄ 700000± 60000 850000± 70000 820000± 70000 100000± 80000
Single top 41000± 6000 22000± 4000 48000± 7000 27000± 5000
W + jets 90000± 50000 10000± 6000 120000± 60000 13000± 8000
Z + jets 21000± 11000 3300± 1800 16000± 9000 2800± 1600
Diboson 4400± 2300 600± 400 5200± 2800 800± 500
tt̄V , tt̄H 2500± 1300 3300± 1800 2800± 1400 3700± 2000
Fakes 71000± 35000 36000± 18000 18000± 9000 11000± 6000

Total Prediction 920000± 100000 920000± 80000 1030000± 110000 1050000± 90000
Data (139 fb−1) 898484 922567 1046553 1086959

Table 7.2: Event yields in the resolved topology, split by the lepton flavour (e, µ) and b-tag

multiplicity (1-excl., 2-incl.). Total pre-marginalisation uncertainty is shown.

Process: Electron channel Muon channel
1b-excl. 2b-incl. 1b-excl 2b-incl.

tt̄ 24000± 4000 36000± 5000 25000± 4000 39000± 6000
Single top 1800± 500 1400± 600 1900± 700 1500± 700
W + jets 4400± 2400 800± 500 5200± 2800 1000± 500
Z + jets 550± 300 120± 70 580± 320 130± 80
Diboson 410± 240 100± 70 430± 250 100± 90
tt̄V , tt̄H 300± 180 490± 260 280± 170 510± 290
Fakes‘ 3000± 1500 2300± 1200 ∼0.7% ∼0.4%

Total Prediction 35000± 6000 41000± 6000 34000± 6000 42000± 6000
Data (139 fb−1) 26999 32155 27711 34427

Table 7.3: Event yields in the boosted topology, split by the lepton flavour (e, µ) and b-tag

multiplicity (1 excl., 2 incl.). Total pre-marginalisation uncertainty is shown.
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7.2 Event Reconstruction

After the event selection it is necessary to reconstruct the top quark four momenta from
the reconstructed objects, i.e. jets, lepton and Emiss

T . In this section the reconstruction
techniques in resolved and boosted topologies are described.

7.2.1 Reconstruction in the Resolved Topology

In the resoled topology the main challenge of the event reconstruction is to correctly
assign individual jets to the four quarks from the tt̄ decay. Several reconstruction tech-
niques have been studied, including the Kinematic Likelihood Fitter (KLFitter) [241]
and the χ2-pairing technique [242]. However, these techniques were eventually outper-
formed by an advanced multivariate Boosted Decision Tree (BDT) technique imple-
mented using the TMVA package [243]. The BDT reconstruction technique combines
information from the KLFitter with various kinematic variables and the b-tagging in-
formation into a single discriminant with value from -1 to 1. Each permutation of jet
to quark assignment is evaluated and the permutation with the highest score of the
BDT discriminant is chosen. Since the number of possible permutations increases with
the number of jets as ∼ n!, only permutations of up to five jets are considered. If there
are more than five jets present in the event, the two jets with the highest b-tagging
score are taken into account together with three other jets with the highest pT.

The process of optimisation of the individual decision nodes within the BDT using
MC samples, in order to maximise the power to discriminate between correct and wrong
jet permutations, is called training. For the purpose of the BDT training each possible
permutation of the jet to quark assignment is flagged as ’signal’ or ’background’. Only
permutations with four jets correctly assigned within ∆R = 0.3 of the corresponding
quarks are considered as signal, other permutations are considered as combinatorial
background. Due to the large number of possible permutations the background cate-
gory is at least by an order of magnitude larger than the signal category. At the same
time most of the background permutations can be very easily distinguished from the
signal permutations, therefore not all background permutations are considered in the
BDT training. The background permutations are divided into four categories by the
number of correct jet to quark assignments, from 0 to 3. To train on permutations
that are not correct, but which have properties that make them difficult to discriminate
from the correct ones, only the permutation with the highest KLFitter event probabil-
ity2 is chosen from each background category for the training process. Training on all
permutations would spoil the BDT performance due to strongly imbalanced sizes of

2 KLFitter event probability is calculated from the purely kinematic likelihood given by the KLFitter by
adding the b-tagging information and normalisation factors. In this analysis the kWorkingPoint b-tagging
KLFitter option is used and the top-quark mass is a free parameter.
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the signal and background training samples. Furthermore, it is observed that the BDT
technique can assign correctly also the background permutations which are easier to
reconstruct even if they are not directly included in the training set.

The BDT training is performed separately in the 1-exclusive and 2-inclusive b-tag
regions and inclusively in lepton flavours – the electron and muon channels are merged.
Together 13 different input variables are used in the BDT. The separation power is
defined as:

Separation =
1

2

∑
i∈bin(si − bi)2

∑
i∈bin(si + bi)

, (7.1)

where si represents the number of signal events in bin i, and bi represents the number
of background events in bin i. It is a measure of power to discriminate signal from
background for a given distribution, where signal and background are normalised to the
same expected number of events. The full list of input variables with their separation
powers can be found in Table 7.4 and the input distributions for signal and background
are shown in the Appendix in Figures A.1 and A.2.

Variable Definition Separation
1 b-excl. 2 b-incl.

mhad
t Reconstructed mass of the hadronically-decaying

top quark
24.3% 25.6%

KLFitter lnL Logarithm of likelihood from the stand-alone KL-
Fitter

15.5% 16.2%

mhad
W Reconstructed mass of the hadronically-decaying

W boson
12.8% 14.0%

b-tag blep States if the assumed b-jet from the leptonically-
decaying top quark is b-tagged

1.4% 13.4%

b-tag bhad States if the assumed b-jet from the hadronically-
decaying top quark is b-tagged

1.2% 12.9%

mlep
t Reconstructed mass of the leptonically-decaying

top quark
14.2% 12.9%

b-tag light jet 1 States if the light jet from W decay with highest
b-tag score is b-tagged

6.9% 12.6%

∆R(jlepb , `) ∆R between assumed b-jet from leptonically-
decaying top quark and lepton

6.8% 6.7%

∆R(jl1, jl2) ∆R between two assumed light jets from W decay 3.7% 3.6%
p`bT pT of the lepton and assumed b-jet from

leptonically-decaying top quark
1.0% 1.4%

Jet multiplicity Number of jets in an event (for the purpose of cor-
relations with other variables)

1.1% 1.2%

ηhad
t η of the hadronically-decaying top quark 0.4% 0.7%

∆R(jhad
b , jlepb ) ∆R between two assumed b-jets from tt̄ decay 0.8% 0.6%

Total BDT output (discriminant) 45.1% 58.6%

Table 7.4: Separation power of the individual BDT input variables and of the BDT output

discriminant. Input variables are ordered by the separation power in 2 b-incl. region.
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During the BDT training process it is important to avoid ’overtraining’, i.e. op-
timisation of decision nodes to properties specific only to the training set, typically
statistical fluctuations. To validate the training procedure the MC sample is split into
two independent parts, first one is used for training and the second one for testing.
The distributions of the BDT output discriminant for both training and testing sam-
ples are shown in Figure 7.1. A very good agreement is observed with no signs of BDT
overtraining.
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Figure 7.1: The BDT output distribution in events with exactly 1 b-tagged jet (left) and at

least 2 b-tagged jets (right). Electron and muon channels are plotted together. The BDT

discriminant is plotted for the training sample (dots) and testing sample (shaded areas).

The observed and predicted distributions of the BDT discriminant of the best per-
mutation after the event selection (but before application of requirements on the BDT
discriminant itself) are shown in Figure 7.2. The small mis-modelling is mostly covered
by the signal modelling systematic uncertainties. It is also clear that background pro-
cesses are more likely to have lower BDT discriminant values and that the fraction of
background contamination decreases towards higher values of the BDT discriminant.

Different requirements on the minimal value of the BDT discriminant were tested
in order to optimise the selection criteria and minimise the unfolded AC uncertainties.
Since in most of the studied kinematic regions the AC measurement is dominated by
statistical uncertainties, these tests were performed without systematic uncertainties
and with mc16a and mc16d MC campaigns only to save computational power. The
Asimov3 datasets corresponding to different BDT tresholds are unfolded4 and the AC

uncertainties are compared. The unfolded uncertainties depend relatively weakly on
the BDT discriminant threshold - looser requirements include more background and
badly reconstructed tt̄ events, but to some extent this is compensated by larger statis-

3The Asimov dataset is constructed from the MC prediction of the signal and background. Thus, the
unfolded values are expected to be in perfect agreement with the MC parton-level prediction.

4The unfolding procedure is described in detail in Chapter 8.
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Figure 7.2: Comparison of the observed and predicted distributions of the BDT output dis-

criminant of the best permutation in events with exactly 1 b-tagged jet (left) and at least 2

b-tagged jets (right). Electron and muon channels are plotted together. Only 2015-2017 data

are plotted and the uncertainties include the statistical uncertainties and signal modelling

uncertainties (the PS, ME and ISR uncertainties which will be introduced in Chapter 9).

tics of data sample leading to smaller statistical uncertainties. On the contrary, tighter
thresholds lead to smaller background contribution and better reconstructed signal
events but at some point the sample size becomes too small and the statistical uncer-
tainties too large. In the inclusive case, the optimal threshold on the minimal BDT
value is between -0.5 and 0.0, see Table 7.5, while in most of the differential bins it
is rather between 0.0 and 0.5 as shown in Tables 7.6 and 7.7. As a compromise, the
BDT discriminant of the best permutation is required to be larger than 0.3, which
corresponds to ≈ 52% tt̄ selection efficiency while only ≈ 27% of background events
are kept in the combined 1 b-excl. and 2 b-incl. selection. The introduction of a rel-
atively strict requirement on the BDT discriminant provides several advantages, e.g.
the smaller fraction of background events makes the measurement less dependent on
the background modelling uncertainties. Additionally, by rejecting badly reconstructed
events it is possible to save a significant amount of computational resources.

After choosing the best permutation it is still necessary to reconstruct the neutrino
four-momentum using the Emiss

T information and a constraint from the mass of W
boson:

mW = (p` + pν)
2, (7.2)

where p` and pν are four-momenta of the lepton and the corresponding neutrino, re-
spectively. The pxν and pyν components of the neutrino momentum can be obtained
from the magnitude and azimuthal angle of the Emiss

T and the problem can be reduced
to a quadratic equation for the pzν . If there are two real solutions, the one which leads
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BDT threshold Inclusive AC Signal acc. [%] Bckg. acc. [%] Sig./Bckg.
-1.0 0.0036 ± 0.0016 100 100 3.2
-0.5 0.0036 ± 0.0014 79 61 4.1
0.0 0.0036 ± 0.0014 64 40 5.0
0.3 0.0036 ± 0.0015 52 27 6.1
0.5 0.0036 ± 0.0015 41 17 7.8
0.7 0.0036 ± 0.0017 22 5 13.0

Table 7.5: Influence of the BDT discriminant threshold on the Asimov unfolded AC values.

The combination of resolved and boosted topologies is studied and only statistical uncer-

tainties with 80 fb−1 are presented. The signal and background acceptances in the resolved

topology (combined 1 b-excl. and 2 b-incl. regions) are also shown, as well as the total signal

to background ratios. The final choice of the BDT threshold is highlighted.

AC (m(tt̄))
BDT [0, 500] [500, 750] [750, 1000] [1000, 1500] >1500 GeV
-1.0 0.0030± 0.0039 0.0040± 0.0028 0.0049± 0.0074 0.0059± 0.0110 0.0102± 0.0347
-0.5 0.0030± 0.0038 0.0040± 0.0026 0.0049± 0.0063 0.0060± 0.0096 0.0097± 0.0312
0.0 0.0030± 0.0037 0.0040± 0.0025 0.0049± 0.0062 0.0060± 0.0093 0.0095± 0.0297
0.3 0.0031± 0.0037 0.0040± 0.0026 0.0049± 0.0062 0.0060± 0.0092 0.0095± 0.0297
0.5 0.0030± 0.0038 0.0040± 0.0027 0.0049± 0.0062 0.0060± 0.0094 0.0106± 0.0299
0.7 0.0030± 0.0044 0.0040± 0.0030 0.0049± 0.0065 0.0060± 0.0095 0.0093± 0.0303

Table 7.6: Influence of the BDT discriminant threshold on the Asimov unfolded AC values in

the m(tt̄) differential measurement. The combination of resolved and boosted topologies is

studied and only statistical uncertainties with 80 fb−1 are presented. The final choice of the

BDT threshold is highlighted.

to the top-quark mass closest to 172.5 GeV is chosen. In the case of no real solutions,
the Emiss

T is varied by a minimal amount necessary to obtain a real solution.

7.2.2 Reconstruction in the Boosted Topology

In the boosted topology the four-momentum of the large-R jet satisfying the selec-
tion criteria from Section 7.1.3 is taken as an estimate of the four-momentum of the
hadronically decaying top quark. The leptonically decaying top quark four-momentum
is constructed from the isolated lepton, selected small-R jet close to the lepton and the
neutrino four-momentum. The neutrino four-momentum is calculated using the con-
straint from Equation (7.2), similarly as in the case of the resolved topology. The only
difference with respect to the resolved topology is that if there are two real solutions
for pzν , the one with minimum |pzν | is taken.
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AC (βz(tt̄))
BDT [0, 0.3] [0.3, 0.6] [0.6, 0.8] [0.8, 1.]
-1.0 0.0000 ± 0.0062 0.0014 ± 0.0046 0.0025 ± 0.0040 0.0086 ± 0.0034
-0.5 0.0000 ± 0.0055 0.0014 ± 0.0041 0.0025 ± 0.0037 0.0086 ± 0.0033
0.0 0.0001 ± 0.0053 0.0014 ± 0.0040 0.0025 ± 0.0037 0.0086 ± 0.0034
0.3 0.0000 ± 0.0052 0.0015 ± 0.0040 0.0025 ± 0.0038 0.0086 ± 0.0035
0.5 0.0000 ± 0.0052 0.0015 ± 0.0040 0.0025 ± 0.0039 0.0086 ± 0.0037
0.7 0.0000 ± 0.0055 0.0015 ± 0.0043 0.0025 ± 0.0042 0.0086 ± 0.0043

Table 7.7: Influence of the BDT discriminant threshold on the Asimov unfolded AC values in

the βz(tt̄) differential measurement. The combination of resolved and boosted topologies is

studied and only statistical uncertainties with 80 fb−1 are presented. The final choice of the

BDT threshold is highlighted.

7.3 Control Distributions

The agreement between the data and the MC prediction is studied in various ’control’
distributions, which compare basic event properties such as lepton and jet pT, recon-
structed top-quark pT etc. The control distributions are plotted separately for the e
and µ channels, 1 b-excl. and 2 b-incl. regions and for the resolved and boosted topolo-
gies. Here we present a selection of the most important distributions. Distributions
with the 1 b-excl. selection are shown in Figures 7.3 – 7.6 and the 2 b-excl. selection is
presented in the Appendix in Figures A.3 – A.6. In all cases the data points are com-
pared to the SM prediction and a ratio plot is provided. The green uncertainty band
corresponds to the MC statistical and systematic uncertainties, which are described in
Chapter 9. The luminosity uncertainty and the signal and background normalisation
uncertainties are not included.

In general, a good agreement between data and prediction is observed and the dis-
crepancies are covered by the uncertainties on the SM prediction. In several cases
a slight disagreement is related to the known problem with the Powheg+Pythia 8

generators, which predict harder top pT spectrum [244]. This mis-modelling is observed
as a slope in the data/MC agreement in almost all figures showing pT or Emiss

T distribu-
tions. The boosted topology selection is efficient only in the high-pT regime, therefore
in this case the mis-modelling is effectively observed as a large normalisation effect of
about 20%. The treatment of this normalisation difference in the AC measurement is
discussed in Section 9.2.1.
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Figure 7.3: A data to prediction comparison in resolved e+jets channel, 1 excl. b-tag region.

The last bin includes overflow events. The green band corresponds to the MC statistical and

systematic uncertainties. Luminosity and normalisation uncertainties are not included.
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Figure 7.4: A data to prediction comparison in resolved µ+jets channel, 1 excl. b-tag region.

The last bin includes overflow events. The green band corresponds to the MC statistical and

systematic uncertainties. Luminosity and normalisation uncertainties are not included.
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Figure 7.5: A data to prediction comparison in boosted e+jets channel, 1 excl. b-tag region.

The last bin includes overflow events. The green band corresponds to the MC statistical and

systematic uncertainties. Luminosity and normalisation uncertainties are not included.
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Figure 7.6: A data to prediction comparison in boosted µ+jets channel, 1 excl. b-tag region.

The last bin includes overflow events. The green band corresponds to the MC statistical and

systematic uncertainties. Luminosity and normalisation uncertainties are not included.
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Chapter 8

Unfolding

8.1 Introduction

In general, particle detectors are never perfect and the measured quantities are affected
by limited acceptance, non-linear detector response, limited energy and momentum
resolution etc. Furthermore, event reconstruction (e.g. using methods described in
Section 7.2) is not perfect either and further dilutes the studied observable. The directly
reconstructed distributions are often referred to as distributions at the reconstruction
level.

On the contrary, the theoretical predictions are typically detector-independent. One
possibility is to calculate the physical quantities at the parton level – using directly the
kinematic of the particles of interest, even if they are unstable and cannot be observed
directly in the experiments. In the context of this analysis this corresponds to calcu-
lating the AC directly from the rapidities of the top quarks before decay. The second
possibility, referred to as the particle-level prediction, is to calculate the quantities of
interest from the final state objects that can be actually observed by the experiments.
In our case this corresponds to calculating the AC value from the kinematic of leptons
and jets from the tt̄ decay. Particle-level predictions are often calculated in the ’fiducial’
phase space, e.g. in the η acceptance region of the experiment. The main disadvantage
of the particle-level predictions is that they are much more model-dependent than the
parton-level ones, e.g. due to an ambiguity in the particle-level jet definition. In this
analysis the parton-level predictions are used.

The process in which the theoretical quantities and distributions are transformed
by the experimental and reconstruction imperfections is referred to as folding and the
inverse process is known as unfolding. Unfolding transforms the reconstruction-level
distributions to the parton/particle-level ones and enables to compare the experimental
result with the theory and with results from different experiments. In this analysis,
the Fully Bayesian Unfolding (FBU) [245] is used to estimate the parton-level charge
asymmetry from the reconstruction-level ∆|y| spectra.
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8.2 Fully Bayesian Unfolding Formulation

The FBU is an application of the Bayesian inference to the problem of unfolding:
Given the data stored in a histogram with Nr bins (D ∈ NNr) and the response matrix
M∈ RNr ×RNt , the question is what is the actual parton-level spectrum with Nt bins
(T̃ ∈ RNt). In the terms of the Bayesian inference this corresponds to:

P (T|D,M) ∝ L(D|T,M)π(T), (8.1)

where P (T|D,M) is the posterior probability of the true spectrum T; L(D|T,M)

is the likelihood function of D given T and a response matrix M and π(T) is the
prior probability density for the true spectrum T. In other words, by sampling every
possible true spectrum it is possible to obtain a probability density function for the
true distributions and in our case also for the AC itself.

The prior, likelihood, treatment of systematic uncertainties and the process of ob-
taining the posterior probability density are further described in the following sections.

8.3 Prior

The prior probability density π(T) is to be chosen according to what is known about
T before the measurement is performed. Typically, this corresponds to a reasonably
large range which covers all realistic T distributions. If all possibilities are considered
with the same probability, the uninformative prior is used:

π(T) ∝





1 if Tt ∈ [Tmin
t ,Tmax

t ],∀t ∈ [1, Nt]

0 otherwise
. (8.2)

If some of the possible T distributions are considered to be more probable, this can by
added as an additional information to reduce the variance by introducing a small bias
towards the preferred truth distributions:

π(T) ∝




eαS(T) if Tt ∈ [Tp

t ,T
q
t ],∀t ∈ [1, Nt]

0 otherwise
, (8.3)

where α is an arbitrary parameter and S(T) is a regularisation function. In this analysis
an uninformative prior with [0, 2T̃] is used, where T̃ is the parton-level spectrum of the
nominal MC sample.
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8.4 Likelihood

The response matrixM with elements mij = εtjP (ri|tj) can be obtained from the MC
signal sample and contains two pieces of information:

• εtj - efficiency for a parton-level event produced in bin tj to be reconstructed in
any bin r.

• P (ri|tj) - probability of a parton-level event produced in bin tj to be observed at
the reconstruction level in bin ri. This is summarised in migration matrices. Mi-
gration matrices used in this analysis are provided in the Appendix in Figures A.7
– A.9.

Prediction of the reconstruction-level spectrum R ∈ RNr corresponding to a given
parton-level spectrum T is then

ri(T,M) =
Nr∑

j=0

mijtj. (8.4)

The likelihood is defined by comparing the observed spectrum D with the expected one
R; assuming Poisson statistics and background prediction B ∈ RNr :

L(D|T,M,B) =
Nr∏

i=1

(ri + bi)
di

di!
e−(ri+bi). (8.5)

8.5 Nuisance Parameter Marginalisation

Treatment of systematic uncertainties is naturally included in the FBU by extending
the likelihood with nuisance parameter (NP) terms corresponding to the individual
systematic uncertainties. By using this approach it is possible to significantly reduce the
total uncertainty, since the correlations between the uncertainties are correctly taken
into account. In some cases it is also possible to constrain the systematic uncertainties
using information from the data. This feature is unique to the FBU and is the main
motivation for using the FBU in the AC measurements.

The marginal likelihood is defined as

L(D|T) =

∫
L(D|T, θ)π(θ)dθ, (8.6)

where θ are the nuisance parameters and π(θ) their priors, typically Gaussian distri-
butions G with µ = 0 and σ = 1. Two main categories of systematic uncertainties are
considered:
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• Background normalisation uncertainties θb which affect only the background pre-
dictions.

• Uncertainties related to object identification, reconstruction and calibration θs

affecting both the signal and the background predictions, R(T; θs) and B(θs, θb),
respectively.

The signal reconstruction-level prediction is then defined as:

ri(T,M; θs) = ri(T,M; 0)

(
1 +

∑

k

θks∆r
k
i

)
, (8.7)

where ∆rki is the systematic variation corresponding to the uncertainty k in the i-th
histogram bin.
Similarly, the prediction for each background process:

bi(θs, θb) = bi(0)(1 + θb∆b)

(
1 +

∑

k

θks∆b
k
i

)
, (8.8)

where ∆b is the uncertainty on the background normalization.
The marginal likelihood can be then rewritten as:

L(D|T) =

∫
L(D|R(T; θs),B(θs, θb))G(θs)G(θb)dθsdθb. (8.9)

An example of a marginalised nuisance parameter is shown in Figure 8.1. In this
case the NP is constrained, i.e. the posterior probability density is narrower than
the prior. In practise this means that the corresponding systematic uncertainty was
overestimated and by using the statistical power in data it is possible to reduce this
uncertainty. Furthermore, the NP is also pulled and the central value is shifted. In
other words, the corresponding parameter was measured in data and the central value
is found to be slightly different than initially predicted.

Nuisance parameter constraints reduce the total uncertainty. At the same time,
pulls improve the agreement between data and MC by modifying the prediction ac-
cording to what can be learned from data. Consequently, in the post-marginalisation
distributions better agreement between data and MC is observed and the uncertainties
are reduced. This improvement will be clearly observed in Chapter 10 in Figure 10.4.

The possibility of pulling and constraining the systematic uncertainties provides
an important advantage, but special caution is also required, especially if relatively
large pulls and constraints are observed. Large pulls and constraints might be a result
of unphysical spikes in the spectrum of the systematic uncertainty, typically due to
statistical fluctuations in the corresponding MC samples. Therefore it is important to
validate the post-marginalisation agreement between data and MC in various control
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Figure 8.1: Example of a pulled and constrained nuisance parameter. The Gaussian prior

is shown in red and the x-axis is in the units of the corresponding RMS. The posterior

distribution obtained by sampling is shown in blue and has a perfect Gaussian shape.

distributions, such as those presented in the Appendix in Figures A.20 – A.19.

8.6 Signal Region Combination

Utilisation of orthogonal channels, e.g. regions with different background contami-
nation, helps to constrain the individual systematic uncertainties and thus to reduce
the total uncertainty. Having the nuisance parameters common to all channels, the
likelihood is:

L({D1 · · · DNch
}|T) =

∫ Nch∏

i=1

L(Di|T; θ)G(θ)dθ, (8.10)

where Nch is the number of orthogonal channels.
The final posterior probability including systematic uncertainties and multiple or-

thogonal signal regions can be then written as

P (T|{D1 · · · DNch
}) =

∫ Nch∏

i=1

L (Di|Ri(T; θs),Bi(θs, θb))G(θs)G(θb)π(T)dθsdθb.

(8.11)
In this analysis events are split into four signal regions by topology (resolved/boosted)

and b-tag multiplicity (1 b-excl./2b-incl.).
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8.7 Sampling

The posterior P (T,D) is determined by sampling the (Nt+NNP)-dimensional parameter
space and by evaluating for each point the product of L(D|T,M) and π(T), thus
performing a numerical integration.

The most simple option is to perform a grid sampling - to evaluate L(D|T,M)π(T)

at nG equally spaced positions along each dimension. However, this leads to nNt+NNP
G

samples and is extremely inefficient. In practice, advanced techniques specialized for
multi-dimensional sampling based on the Markov Chain Monte Carlo method (MCMC)
[246] are used within FBU. In this analysis, the No-U-Turn Sampler (NUTS) [247]
algorithm is used, based on the Hamiltonian Monte Carlo [248] implemented using the
PyMC3 package [249].

The sampler initially performs a tuning sampling, during which it scans the pa-
rameter space, adapts the sampling configuration specifically for the studied problem
and finds suitable initial values of the individual parameters. Afterwards, the ’main’
sampling is performed – each sampling step corresponds to one point in the posterior
distributions for each parameter. The posterior distributions contain the full proba-
bility density information; the mean of distribution can be afterwards taken as the
unfolded estimate and the RMS as the corresponding uncertainty. Similarly, posterior
probability density distribution can be obtained for any quantity that is computed
from the spectrum, such as the AC:

p(AC |D) =

∫
δ(AC − AC(T))P (T|D)dT. (8.12)

Effectively, this corresponds to calculating the observable of interest from the bin con-
tents for every single sample.

The numbers of tuning and sampling steps are free parameters of the procedure
and various combinations were studied. The PyMC3 package provides self-diagnostic
warnings in the case of too small numbers of both tuning and samplings steps. There is
no motivation to use a large number of tuning steps, since typically even few hundreds
are enough for the algorithm to converge to the region of interest. In this analysis we
conservatively used 2500 sampling steps. In general, a larger number of sampling steps
increases precision of the method, since more points are used to create the posterior
distributions. At the same time the sampling can be very CPU expensive, especially if
the number of dimensions is large. In this analysis 10000 sampling steps are used as a
compromise and we have shown that with this number of sampling steps the statistical
uncertainty from sampling is negligible. Furthermore, both tuning and sampling is
performed in four independent chains to take the advantage of multi-core CPUs and
the posteriors from 4 × 10000 steps are then combined. Additionally, the choice of
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multiple independent sampling chains offers a possibility to cross-check the agreement
of the outputs using the Gelman-Rubin convergence diagnostic [250].

A potential problem of the sampling approach is that due to correlations between the
individual bins and nuisance parameters the numerical integration across all dimensions
might lead to biased posteriors. Thus, the mean of the posterior distribution for a
given parameter might not be exactly equal to the ’true’ value of this parameter which
corresponds to the mode of the FBU likelihood. This effect has been carefully stu-
died using the Asimov pseudo-data. A completely independent maximum-a-posteriori
(MAP) [251] approach is also tested in order to validate the usage of the sampling
method in this particular measurement. The MAP finds the mode of the likelihood
numerically, but provides only a point estimate which can be biased if the mode is not
a good representative of the likelihood distribution. The estimate of the corresponding
uncertainty to the MAP estimation is technically challenging and is not performed in
this analysis.

A good agreement of the central values is observed between the sampling and
MAP approaches, as demonstrated in the plots with nuisance parameter pulls (see
Figures 10.1 – 10.3) and in the Asimov AC posteriors presented in the Appendix (Figu-
res A.10 – A.12). The mean of the posterior distributions is therefore used to measure
the AC in data.

8.8 Binning Choice and Linearity Tests

An important step in the unfolding optimisation is related to proper choice of binning
in the ∆|y| distributions, as well as in the differential variable in measurements of the
AC as a function of m(tt̄) and βz(tt̄).

In the case of differential measurements, the choice of binning is motivated by
physics considerations. Fine binning in m(tt̄) is desirable in order to discriminate
different physics models. Since many BSM theories predict enhancement of the asym-
metry in the very high m(tt̄), it is important to set the last bin threshold as high as
possible. At high βz(tt̄) the fraction of the qq̄ annihilation is larger and the asymmetry
is enhanced in a model independent way. Taking into account the statistical limitations
the following binning is chosen:

• βz(tt̄) - 4 bins: [0, 0.3, 0.6, 0.8, 1].

• m(tt̄) [GeV] - 5 bins: [0, 500, 750, 1000, 1500,∞].

Two competing factors determine the choice of the number of bins in the ∆|y|
distribution:

• Smaller number of bins implies smaller relative statistical uncertainties. At least
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two bins are necessary to compute AC (positive and negative side of the ∆|y|
distribution).

• Larger number of bins allows to track the migrations more accurately and thus
allows to obtain unbiased estimates. However, only migrations that change the
∆|y| sign affect the computation of the AC and these are more likely for small
∆|y| values. Therefore a fine binning is required in the central ∆|y| region.

In this analysis four bins in ∆|y| are used and the same binning is used at both the
reconstruction and the parton level in all four signal regions mentioned in Section 8.6.
However, the x-value in ∆|y| binning [−5,−x, 0, x, 5] is optimised separately in the
inclusive measurement and in each of the differential bins. The outer bin edges (±5)
are effectively the same as ±∞, since there are no tt̄ events with ∆|y| values beyond
≈ ±4.

In order to find the optimal x-values in ∆|y| binning, samples with various parton-
level asymmetries are prepared and the unfolding procedure is required to work properly
across a range of different parton-level AC values. In this analysis, the PROTOS [252]
generator is used to simulate axigluon (mass of 250 GeV) contribution to the charge
asymmetry and the nominal signal sample is subsequently correspondingly reweighted.
Parton-level asymmetries of approximately ±1%, ±2%, ±3% and ±4% are considered.
The unfolding response is required to be linear with a slope ≈ 1 and offset ≈ 0 and
an example is shown in Figure 8.2. Typically, larger x leads to larger slope and the
other way around. Different values of x were tried with a step of 0.1 and after several
iterations the one with the best slope and offset values is chosen. The optimal x-values
range from 0.3 to 1.0, depending on the differential bin where the measurement is
performed. During the optimisation process the unfolding was performed without sys-
tematic uncertainties to save computational power. The best option is validated with
final configuration with all systematic uncertainties and 300 pseudo-experiments are
used to test also the effect of statistical fluctuations in the MC samples. Only negligi-
ble differences are found between the slope and offset values in configurations with and
without systematic uncertainties. A summary of the binning with the corresponding
slope and offset values is shown in Table 8.1. The effect of non-perfect linearity is
studied as a systematic uncertainty and will be discussed in Section 9.3.2.

A linear reweighting in which the event weights are modified linearly according
to the parton level asymmetry1 is used as a cross check. This reweighting is not
motivated physically, but it provides a rough estimate of an ambiguity in the slope and
offset values caused by choosing a specific BSM scenario for the binning optimisation.
The differences in the obtained slope values are found to be smaller than 10% in all
differential bins and the offset values are very close to 0 in both reweighting scenarios.

1w = 1 + k ×∆|y|, where k is a constant equal to ±10%, ±20% and ±30%.
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Figure 8.2: Example of a linearity test of the unfolding response in the inclusive case. The full

setup with all systematic uncertainties is used and 300 pseudo-experiments are performed.

∆|y| binning Linearity PROTOS
slope offset

inclusive [-5, -0.5, 0, 0.5, 5] 0.998±0.001 0.0000±0.0000
m(tt̄) ∈ [0, 500 GeV] [-5, -0.4, 0, 0.4, 5] 1.001±0.003 0.0001±0.0001
m(tt̄) ∈ [500, 750] [-5, -0.6, 0, 0.6, 5] 0.986±0.001 0.0001±0.0000
m(tt̄) ∈ [750, 1000] [-5, -1.0, 0, 1.0, 5] 0.997±0.003 0.0002±0.0001
m(tt̄) ∈ [1000, 1500] [-5, -0.9, 0, 0.9, 5] 0.998±0.004 -0.0004±0.0002
m(tt̄) ∈ [1500, ∞] [-5, -0.9, 0, 0.9, 5] 1.027±0.016 -0.0009±0.0005
βz(tt̄) ∈ [0.0, 0.3] [-5, -0.3, 0, 0.3, 5] 1.015±0.006 -0.0001±0.0001
βz(tt̄) ∈ [0.3, 0.6] [-5, -0.3, 0, 0.3, 5] 1.007±0.002 0.0002±0.0001
βz(tt̄) ∈ [0.6, 0.8] [-5, -0.5, 0, 0.5, 5] 1.012±0.002 -0.0005±0.0001
βz(tt̄) ∈ [0.8, 1.0] [-5, -0.7, 0, 0.7, 5] 0.995±0.002 0.0007±0.0001

Table 8.1: Linearity tests of the unfolding response. Binning, slope and offset for the inclusive

and differential AC measurements is shown. Full setup with all systematic uncertainties is

used and 300 pseudo-experiments are performed.
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Chapter 9

Systematic Uncertainties

In this chapter the individual systematic uncertainties affecting the AC measurement
are described. To each systematic uncertainty a nuisance parameter is assigned, unless
specified otherwise, and the effect of systematic uncertainties is embedded directly in
the FBU likelihood as described in Section 8.5. Individual systematic uncertainties are
considered to be uncorrelated and typically they are either one-sided or two-sided. In
the case of one-sided uncertainties, which include e.g. comparisons with alternative MC
generators, the difference between the nominal and alternative distribution is taken as
the uncertainty. The two-sided uncertainties, typically affecting various scale factors
which can be either a bit larger or smaller, require firstly averaging of the effects of
the up and down variations. All systematic uncertainties are taken as ± the obtained
effect, i.e. all uncertainties are symmetrised. Finally, unless specified otherwise, a
Gaussian prior with RMS equal to the magnitude of the systematic effect is used
as a prior entering the FBU likelihood. Typically, the systematic uncertainties are
considered correlated between the individual signal regions discussed in Section 8.6
with few exceptions mentioned below.

9.1 Experimental Uncertainties

In this section, systematic uncertainties originating from the detector and reconstruc-
tion imperfections are described.

9.1.1 Luminosity

The luminosity uncertainty affects the normalisation of the MC samples and slightly
changes the relative background contributions, since the multijet background is data-
driven. As discussed already in Section 6.1, the relative luminosity uncertainty of the
combined 2015-2018 dataset is 1.7%.
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9.1.2 Pile-up

Scale factors are applied in order to correct for the differences between the pile-up
conditions in data and simulated samples. The uncertainties on the corresponding
scale factors are considered.

9.1.3 Lepton-Related Uncertainties

Lepton (e, µ) identification, reconstruction, isolation and trigger performance, as well as
resolution and momentum scale, differ between data and simulations and scale factors
are applied to correct these differences. The scale factors are obtained using the tag
and probe technique in well understood decays of the Z boson, J/ψ and W boson into
leptons [195,197,198]. The uncertainties on these corrections are treated as systematic
uncertainties.

9.1.4 Jet Energy Scale

The JES and its uncertainty is estimated from the collision data and MC simulations
using techniques described in Ref. [201]. Events with a vector boson and additional
jets are used to calibrate jets in the central region. Dijet events are used to calibrate
forward jets against the jets in the central region and multijet events are used to
calibrate high-pT jets. The measurements are combined and decorrelated into a set of
29 nuisance parameters which have different jet pT and η dependencies [253].

9.1.5 Jet Energy Resolution

The jet energy resolution (JER) is measured separately in data and MC using in situ
techniques [253]. The results are further improved by an additional in situ measure-
ment using dijet events and events with γ/Z+jets. The differences between the jet
energy resolutions in data and MC are decorrelated into 8 components with different
dependencies on the jet pT and η. To estimate the effect on the measurement itself the
energy of jets is smeared by these differences and the corresponding ∆|y| distributions
are compared to the nominal ones.

9.1.6 Jet Vertex Tagger

The JVT scale factors are calculated using simulated Z → µ+µ− and tt̄ events [254].
The corresponding JVT uncertainty includes the uncertainty on the pile-up jet con-
tamination and a systematic uncertainty due to the choice of different MC generators.
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9.1.7 Large-R Jet Moment Scale and Resolution

The scales of the detector response for all large-R jet moments (pT, mass, τ32 substruc-
ture variable [95]) are obtained using a method described in Ref. [255]. The resolution
of the detector response is conservatively estimated as a 2% absolute uncertainty on
the large-R jet pT and 20% relative uncertainty on large-R jet mass, parametrised in
pT and mjet/pT [256]. In total, a set of 14 nuisance parameters is used to describe
uncertainties on the large-R jet moment scales and resolution.

9.1.8 B-tagging

A set of scale factors correcting different b-tagging efficiencies in data and MC is used
and the corresponding uncertainties are propagated through the analysis as systematic
uncertainties [211, 214, 257]. These include 9 parameters for b-tagging efficiency as
well as 4 parameters for c-tagging and 4 for light quark mis-identification efficiencies,
parametrised in jet pT and η. Additionally, 2 parameters are assigned for high pT

extrapolated b and c efficiencies.

9.1.9 Missing Transverse Energy Scale and Resolution

The Emiss
T is calculated from several terms corresponding to different types of recon-

structed objects, as described in Section 5.7. Uncertainty on each object is evaluated
and then propagated to the uncertainty on the Emiss

T . Two methods are used to estimate
the uncertainty on the soft term that enters the Emiss

T calculation [258]. The individual
sources of the uncertainty on Emiss

T are combined into two nuisance parameters for the
total uncertainty on the energy scale and resolution of Emiss

T .

9.2 Modelling Uncertainties

Signal and background modelling, based on theoretical understanding of the physical
processes, is used in the measurement e.g. to create the response matrix and model
the background contributions.

9.2.1 Cross Sections and Normalisation

For all processes entering the measurement the normalisation uncertainties are consid-
ered. Typically, the normalisation uncertainty corresponds to theoretical cross section
uncertainties. In some cases, such as for the multijet data-driven background, a con-
servative normalisation uncertainty estimate is used instead.

In the case of the tt̄ signal, 5.5% uncertainty is considered, which corresponds to
the cross section uncertainty discussed in Section 2.1.1. However, this uncertainty is
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shown only in some of the control distributions and does not enter the unfolding itself.
The reason is that the individual ∆|y| bins are free parameters, therefore effectively
the signal normalisation is also a free parameter.

In the boosted topology a large normalisation mis-modelling is observed and about
20% more events are predicted than actually observed in data, as discussed already
in Section 7.3. Since the unfolding is performed in both topologies simultaneously, a
boosted normalisation nuisance parameter with flat prior from 0 to 2 is introduced to
absorb the normalisation discrepancy.

The single top quark production inclusive cross section uncertainty is 5.3%. The
combined ’small background’ category, which includes Z+jets, diboson production,
tt̄V and tt̄H events, is assigned a normalisation uncertainty of 50%. In the case of
the production of the W boson in association with additional jets conservative 50%
uncertainty is applied. The W+jets background is the dominant one and since the
normalisation might be understood differently between 1 b-excl. and 2 b-incl. regions,
this uncertainty is decorrelated between the b-tag regions and two nuisance parameters
are introduced. Finally, in the case of the multijet background 50% uncertainty is also
considered and in this case it is decorrelated between all 4 signal regions which are split
by b-tag multiplicity and event topology. The nuisance parameters corresponding to
background normalisations use Gaussian distributions truncated at 0 as priors, instead
of full Gaussian curves, in order to forbid negative background contributions.

9.2.2 Matrix Element Modelling

To estimate the uncertainty related to the matrix element (ME) modelling in the tt̄
signal the nominal Powheg Box 2 generator is compared to the alternative Mad-

Graph5_aMC@NLO 2.6.0. For the purpose of this comparison both samples are
generated with the simplified AtlFast-II simulation of hadron showers. The differ-
ence is taken as ’shape-only’ and the normalisation effect is removed. This does not
underestimate the total uncertainty, since the signal normalisation is effectively a free
parameter. The systematic variation is treated as decorrelated between the resolved
and boosted topologies, since the agreement of the nominal setup with data might be
different in completely different kinematic regions.

The ME modelling uncertainty is estimated in a similar way also for the single top
background. However, in this case only one nuisance parameter is introduced and the
normalisation effect is also considered.

9.2.3 Parton Shower Modelling

The uncertainty on parton shower and hadronisation modelling (PS) is treated similarly
as the ME uncertainty. In this case, the Pythia 8.230 generator is compared to
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the alternative Herwig 7.04, both generated with AtlFast-II and interfaced to the
Powheg Box 2. The PS uncertainty in tt̄ modelling is taken as shape-only and is
decorrelated between the resolved and boosted topologies. In the case of the single top
quark background the uncertainty is taken as correlated.

9.2.4 Initial and Final State Radiation

The uncertainties on the effects of initial state radiation (ISR) and final state radiation
(FSR) in top quark production are studied using the nominal MC generators, i.e.
Powheg Box 2 and Pythia 8.230. The fast simulation AtlFast-II is used in the
case of ISR and the full Geant4 for the FSR.

The ISR up variation is estimated using a dedicated MC sample generated with
hdamp = 517.5 GeV, with renormalisation and factorisation scales µr = µf = 0.5

of the nominal scales and with the Var3cUp shower tune variation [229]. The ISR
down variation is estimated using the nominal sample by application of different event
weights, corresponding to µr = µf = 2.0 of the nominal scales and to the Var3cDown

shower tune [229]. The uncertainties are taken as shape-only and decorrelated between
resolved and boosted topologies. In the case of the single top quark background the
uncertainty is taken as correlated and the normalisation effect is also considered. Both
up and down variations are separately tested in the unfolding as one-sided uncertainties
and only the more conservative one is chosen it the final setup. The ISR down variations
are found to be more conservative.

The FSR uncertainty is calculated in a similar way, by varying the µr and µf in
parton showering and hadronisation by a factor of 2 up and down. The FSR down
variation is found to be more conservative in the case of the tt̄ signal and for the single
top quark background the FSR up is chosen.

9.2.5 Top-Quark Mass

The nominal sample is generated with mtop = 172.5 GeV and the effect of the top
quark mass uncertainty on the signal modelling is studied using alternative samples
generated with mtop = 172 GeV and mtop = 173 GeV. The systematic effect is taken as
shape-only and is decorrelated between resolved and boosted topologies. Both 172 GeV
and 173 GeV samples are tested and the more conservative one is chosen as a one-sided
uncertainty.

9.2.6 Parton Distribution Functions

The uncertainty on the PDFs is applied only on the signal sample using the PDF4LHC

prescriptions [259] which combine the uncertainties of the following PDF sets: CT14
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[260], MMHT14 [233] and NNPDF3.0 [227]. The output is a set of 30 nuisance
parameters.

9.2.7 Single Top Quark Wt-Channel Interference

Due to the interference of the Wt-channel with the tt̄ production it is necessary to
remove the overlap using the diagram removal (DR) technique [261]. The alternative
diagram subtraction (DS) method [261] is used as an alternative and the difference is
taken as a corresponding uncertainty.

9.2.8 W+jets Modelling

A number of scale variations inW+jets background modelling are considered as shape-
only uncertainties [262]. The µr and µf scales are varied up and down by a factor of
2 leading to a two-sided uncertainty. The CKKW scale [263], which controls the ME
to PS matching, is varied from 0.75 to 1.5 of the nominal value and the differences are
treated as a two-sided uncertainty. Similarly, the parton showering QSF scale [219] is
varied from 0.25 to 4.0 of the nominal value.

9.2.9 Multijet Shape

The multijet background is data-driven and therefore not affected by the experimental
or modelling uncertainties. An alternative parametrisation is taken as a shape-only
uncertainty, as discussed already in Section 6.3.1.

9.3 Unfolding Uncertainties

In addition to all systematic uncertainties mentioned above, two uncertainties are re-
lated to the unfolding procedure itself. Consequently, these are not embedded within
FBU and no nuisance parameters are assigned. These uncertainties are simply added
in quadrature to the total unfolded uncertainty.

9.3.1 Response Matrix Statistical Uncertainty

The response matrix is created using the nominal tt̄ MC sample with more than 200
million events. However, the corresponding statistical uncertainties are not negligible.
To estimate this uncertainty, 300 pseudo-experiments were performed with the response
matrices smeared according the Poisson distribution and the raw number of MC events.
The width of the obtained AC distribution is taken and added in quadrature to the
total unfolded uncertainty obtained using the nominal response matrix.
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9.3.2 Unfolding Bias

The non-ideal slope and offset of the unfolding response summarised in Table 8.1 leads
to a bias in the unfolded values. Since Aunfolded

C = slope×Atrue
C +offset, the corresponding

bias can be expressed as a function of the unfolded asymmetry:

Bias = Aunfolded
C − Atrue

C = Aunfolded
C − (Aunfolded

C − offset)/slope. (9.1)

In most cases the bias is found to be negligible.

9.4 Bootstrap Method

The bootstrap method [264] is applied on most of the systematic uncertainties in order
to remove unphysical fluctuations due to limited MC sample size. In general, it is
not easy to estimate statistical uncertainties of the systematic effects, since both the
nominal and shifted distribution are typically largely correlated. For example, if an
alternative JES scale is applied, slightly more (or less) events pass the selection criteria,
but a vast majority remains the same.

In the bootstrap method, for each of the N events forming the studied distributions
n random weights from a Poisson distribution P (λ = 1) are generated. Subsequently,
n replicas of the nominal and shifted distributions are created by filling them event by
event with the corresponding Poisson weights. Run numbers and event numbers are
used as a seed for generating the Poisson weights which ensures that the events which
are the same in both the nominal and shifted distributions will behave in a correlated
way. The relative difference between the nominal and shifted distributions is then
calculated in each bin for all n replicas. The mean of the n relative differences is taken
as the systematic uncertainty and the corresponding RMS as its statistical component.
In this analysis, 500 replicas are used.

Having correctly estimated statistical uncertainties of the systematic uncertainty
it is possible to smooth the distribution in order to remove statistically insignificant
effects. This is particularly important in the AC measurement with only four ∆|y| bins
in each of the signal regions. Since the expected uncertainties are of the order of / 1%,
even a small fluctuation in one of the ∆|y| bins can lead to a relatively large systematic
effect. Furthermore, due to the fact that the systematic uncertainties are marginalised
within FBU, special caution is required, since large unphysical spikes in the systematic
distributions might lead to over-constraining of the corresponding nuisance parameters.
Paradoxically, this might lead to underestimation of the systematic effect in other signal
regions where the effect might be truly physical.

Due to the fact of having only four ∆|y| bins in the signal regions the smoothing
procedure differs from the one described in Refs. [264] and [265]. A simplified smoothing
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procedure is applied: A bin is considered statistically significant if it is inconsistent with
zero at more than 2 standard deviations. If at least one of the four bins is significant,
all four bins are left unchanged and no smoothing is applied. If no bin is significant,
the four bins are combined into one and the same significance criterion is applied. If
the bin combination is significant, all four bins are set to the combined value, i.e. only
the normalisation effect is kept and the shape is dropped. If the bin combination is
still insignificant, all four bins are set to zero.

The bootstrapping method is applied on a majority of systematic uncertainties
with some exceptions. It does not make sense to apply it on uncertainties which are
statistically significant by definition, e.g. luminosity and normalisation uncertainties.
Similarly, uncertainties which are obtained by reweighting of the nominal sample are
typically significant by definition, since the nominal and alternative samples are 100%

correlated. However, a small effect of statistical fluctuations might be still present if
the event weights are very unevenly distributed, which is typical for the FSR uncer-
tainty where the bootstrap method is also applied. In the case of two-sided systematic
uncertainties, the up and down variations are bootstrapped independently. The effect
of bootstrapping on the systematic uncertainties affecting the tt̄ signal sample in the
inclusive case is summarised in Figure 9.1.

9.5 Systematic Uncertainty Ranking

Within the FBU all uncertainties are combined in one posterior distribution function
of the measured quantity, i.e. in this case the charge asymmetry. In order to assess
the relative importance of the individual uncertainties two approaches are used.

The first one, here referred to as the ’stat.-only’ approach, is relatively simple. To
estimate the relative importance of a particular systematic uncertainty, the Asimov
dataset is replaced by the one corresponding to the studied uncertainty (Asimov ± the
syst. effect). Afterwards, these pseudo-data are unfolded without systematic uncer-
tainties, i.e. only the statistical uncertainty is considered. The unfolded AC value is
then compared to the one corresponding to the Asimov dataset and the difference is
taken as the effect of the systematic uncertainty.

The problem with the ’stat.-only’ approach is that it does not take into account
correlations between other systematic uncertainties, neither it considers possible con-
straining of the studied uncertainty by the FBU. A more realistic approach, here re-
ferred to as ’full-syst.’, is to unfold the pseudo-data using all systematic uncertainties,
except the one which is analysed. While the former approach represents the effect
of stand-alone systematic uncertainties before combining them within the FBU, the
latter one represents the effect of the uncertainty in the particular setup used in the
AC analysis.
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Ranking of the 20 most important uncertainties affecting the inclusive AC mea-
surement is shown in Figures 9.2 and 9.3 for the 20 most important uncertainties.
Corresponding plots with the full set of uncertainties can be found in the Appendix,
Figures A.13 and A.14. In the case of the ’stat.-only’ approach also a naively calcu-
lated total uncertainty from the squares of the individual components is shown. In the
case of the ’full-syst.’ method, the full unfolded uncertainty is shown. The statistical
uncertainty is found to be the dominant one not only in the differential measurement,
but also in the inclusive case. A vast majority of uncertainties is found to contribute
only negligibly to the total uncertainty.

9.6 Pruning

The multi-dimensional sampling in FBU is computationally expensive due to the large
number of nuisance parameters. However, the majority of systematic uncertainties
contribute only negligibly to the uncertainty of the measured AC, as demonstrated
in the Appendix in Figures A.13 and A.14. Some of the systematic uncertainties are
small enough to be completely neglected, at least in some of the signal regions or in
some backgrounds, By simplifying the systematic model it is possible to obtain not
only an improvement of the computational time, but also a more numerically stable
setup, cleaned from unnecessary nuisance parameters.

A pruning procedure is implemented in order to remove negligible nuisance param-
eters. Since the AC value is affected more by the shape of the systematic uncertainties
and less by the normalisation effects, these effects are handled separately and different
pruning criteria are used to remove the shape/normalisation of each systematic uncer-
tainty. If at least one of the bins in the shape distribution of the systematic uncertainty
has a relative effect larger than the threshold, the shape is kept, otherwise it is dropped
(set to the nominal). Similarly, if the overall relative normalisation effect of the sys-
tematic uncertainty is smaller than the threshold, the normalisation is dropped. The
signal regions are processed separately and one systematic uncertainty can be kept in
some regions and removed in the others. All differential bins in one signal region are
studied together. If both the shape and normalisation effects for a particular system-
atic uncertainty are dropped in all signal regions for both the signal and background
distributions, the corresponding nuisance parameter is removed completely.

In order to find the optimal pruning thresholds a number of combinations of relative
shape and normalisation thresholds are tested, as demonstrated in Tables 9.1 – 9.3.
The main criterion is that the unfolded uncertainty at the fourth decimal digit should
change at most by 1, which approximately corresponds to the rounding uncertainty at
the last decimal digit of the quoted results. It was also checked if the uncertainties
which were found to be high in the systematic ranking plots are not removed completely.
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The effect of pruning on the systematic uncertainties affecting the tt̄ signal sample
in the inclusive case is summarised in Figure 9.4.

norm shape Asimov unfolded AC

0.0000 0.0000 0.00360 ± 0.00151

0.0010 0.0004 0.00361 ± 0.00145

0.0025 0.0005 0.00359 ± 0.00145

0.0030 0.0006 0.00361 ± 0.00144

0.0050 0.0010 0.00363 ± 0.00147

0.0060 0.0020 0.00361 ± 0.00140

0.0070 0.0030 0.00362 ± 0.00136

true AC 0.00362 ± 0.00006

Table 9.1: Summary of different pruning thresholds tested for the inclusive AC measurement.

The final option is highlighted.

thresholds Asimov unfolded AC

norm shape βz(tt̄) ∈ [0, 0.3] βz(tt̄) ∈ [0.3, 0.6] βz(tt̄) ∈ [0.6, 0.8] βz(tt̄) ∈ [0.8, 1.0]

0.0000 0.0000 0.0001 ± 0.0050 0.0015 ± 0.0038 0.0022 ± 0.0043 0.0092 ± 0.0049

0.0010 0.0004 0.0001 ± 0.0050 0.0015 ± 0.0038 0.0021 ± 0.0043 0.0092 ± 0.0048

0.0025 0.0005 0.0001 ± 0.0049 0.0015 ± 0.0038 0.0021 ± 0.0043 0.0092 ± 0.0048

0.0030 0.0006 0.0001 ± 0.0049 0.0016 ± 0.0038 0.0021 ± 0.0042 0.0092 ± 0.0048

0.0050 0.0010 0.0001 ± 0.0045 0.0016 ± 0.0037 0.0022 ± 0.0042 0.0092 ± 0.0047

0.0060 0.0020 0.0002 ± 0.0049 0.0015 ± 0.0037 0.0023 ± 0.0042 0.0091 ± 0.0047

0.0070 0.0030 0.0002 ± 0.0051 0.0016 ± 0.0037 0.0024 ± 0.0041 0.0091 ± 0.0046

true AC 0.0001 ± 0.0001 0.0014 ± 0.0002 0.0026 ± 0.0001 0.0086 ± 0.0001

Table 9.2: Summary of the different pruning thresholds applied for the differential βz(tt̄) AC

measurement. The final option is highlighted.
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thresholds Asimov unfolded AC

norm. shape [0, 500 GeV] [500, 750] [750, 1000] [1000, 1500] > 1500

0.0000 0.0000 0.0028± 0.0042 0.0042± 0.0028 0.0046± 0.0063 0.0063± 0.0079 0.0111± 0.0282

0.0010 0.0004 0.0028± 0.0042 0.0042± 0.0028 0.0047± 0.0063 0.0063± 0.0079 0.0113± 0.0280

0.0025 0.0005 0.0028± 0.0042 0.0042± 0.0028 0.0046± 0.0063 0.0063± 0.0079 0.0110± 0.0281

0.0030 0.0006 0.0028± 0.0042 0.0042± 0.0029 0.0047± 0.0063 0.0063± 0.0079 0.0111± 0.0281

0.0050 0.0010 0.0028± 0.0042 0.0042± 0.0028 0.0046± 0.0063 0.0063± 0.0079 0.0112± 0.0281

0.0060 0.0020 0.0029± 0.0042 0.0042± 0.0028 0.0046± 0.0063 0.0062± 0.0079 0.0111± 0.0279

0.0070 0.0030 0.0029± 0.0041 0.0042± 0.0028 0.0047± 0.0063 0.0062± 0.0079 0.0113± 0.0279

true AC 0.0031± 0.0001 0.0041± 0.0001 0.0049± 0.0003 0.0061± 0.0005 0.0100± 0.0012

Table 9.3: Summary of the different pruning thresholds applied for the differential m(tt̄) AC

measurement. The final option is highlighted.
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Figure 9.1: Effect of bootstrapping on syst. uncertainties affecting the signal and background

processes in the inclusive measurement. In each process, the four columns correspond to four

signal regions, from left to right: resolved (1 b-excl./2 b-incl.) and boosted (1 b-excl./2 b-incl.).

Red cells indicate the uncertainty is removed by bootstrapping, yellow that shape is removed

and green correspond to no modifications.
104



SYSTEMATIC UNCERTAINTIES

0.002 0.001 0.000 0.001 0.002
Absolute AC uncertainty

sum uncert^2
statonly

wjets_1b
JET_CategoryReduction_JET_JER_EffectiveNP_4__1up
JET_CategoryReduction_JET_JER_EffectiveNP_3__1up

ttall_PH7_resolved
JET_CategoryReduction_JET_Flavor_Composition__1up

JET_CategoryReduction_JET_JER_EffectiveNP_2__1up
JET_CategoryReduction_JET_Pileup_RhoTopology__1up

wjets_muRup_muFup
MET_SoftTrk_ResoPara

JET_CategoryReduction_JET_Flavor_Response__1up
ttall_ISR_down_resolved

weight_bTagSF_MV2c10_77_eigenvars_Light_up_0
JET_CategoryReduction_JET_EffectiveNP_Modelling1__1up

JET_CategoryReduction_JET_Pileup_OffsetNPV__1up
JET_CategoryReduction_JET_EtaIntercalibration_Modelling__1up

JET_CategoryReduction_JET_EffectiveNP_Mixed3__1up
JET_CategoryReduction_JET_JER_EffectiveNP_5__1up

wjets_2b
JET_CategoryReduction_JET_Pileup_OffsetMu__1up

JET_CategoryReduction_JET_EffectiveNP_Modelling2__1up

AC Up
AC Down

Figure 9.2: The ’stat.-only’ ranking of syst. uncertainties in the inclusive AC measurement.

Only the top 20 uncertainties are shown.

0.0015 0.0010 0.0005 0.0000 0.0005 0.0010 0.0015
Absolute AC uncertainty

total
statonly

ttall_ISR_down_resolved
wjets_muRup_muFup

wjets_2b
ttall_FSR_down_resolved

MET_SoftTrk_ResoPara
JET_CategoryReduction_JET_Pileup_RhoTopology__1up

wjets_1b
ttall_PH7_resolved

JET_CategoryReduction_JET_EffectiveNP_Mixed3__1up
JET_CategoryReduction_JET_JER_EffectiveNP_3__1up

singletop_aMCatNLO
qcd_resolved_2b

LARGERJET_Weak_JET_CombPtRes__1up
ttall_ISR_down_boosted

JET_CategoryReduction_JET_EffectiveNP_Modelling3__1up
qcd_boosted_1b

LARGERJET_Weak_JET_Rtrk_Modelling_Tau32WTA__1up
JET_CategoryReduction_JET_Flavor_Response__1up

singletop_DS
MUON_ID__1up

AC Up
AC Down

Figure 9.3: The ’full-stat.’ ranking of syst. uncertainties in the inclusive AC measurement.

Only the top 20 uncertainties are shown.
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Figure 9.4: Effect of pruning on syst. uncertainties affecting the signal and background

processes in the inclusive measurement. In each process, the four columns correspond to four

signal regions. Red cells indicate the uncertainty is removed, orange that shape is removed,

yellow that normalisation is removed and green correspond to no modifications.
106



Chapter 10

Results

10.1 Nuisance Parameter Pulls and Constraints

A summary of the pulls and constraints of the individual nuisance parameters in the
inclusive and differential AC measurements is shown in Figures 10.1 – 10.3. In all cases
the pulls and constraints are shown for both the Asimov dataset and real data. In the
case of Asimov no pulls are expected, although due to the FBU marginalisation and
multi-dimensional integration there might be some unphysical pulls due to correlations
between the nuisance parameters, as discussed in Section 8.7. To validate the marginal-
isation approach a maximum-a-posteriori estimate which directly corresponds to the
mode of the FBU likelihood is also shown. A good agreement is observed between the
two approaches in both Asimov and data and marginalisation is used to extract the
measured AC values.

All nuisance parameters which pass the bootstrapping and pruning criteria are
shown. In the case of two-sided uncertainties only the up variation is shown as a
label, but the nuisance parameter is constructed from the symmetrised up and down
variations. The green band corresponds to the RMS of the prior Gaussian distributions
and the yellow region represents the 2 σ CL of the prior estimate. In the case of the
boosted signal normalisation NP which was introduced in Section 9.2.1 a flat prior is
used and the green and yellow bands correspond to ±20% and ±40% of the central
value, respectively.

In Figure 10.1 corresponding to the inclusive measurement there are few larger pulls
of the NPs, including the pull of the boosted signal normalisation, which corrects for
the normalisation mis-modelling in the boosted regime. In the inclusive case there are
no significant constraints, except the W+jets normalisation in the 1 b-excl. channels.
In Figures 10.2 and 10.3 which correspond to the βz(tt̄) and m(tt̄) differential measure-
ments, respectively, much more nuisance parameters are pulled and constrained. This is
an expected behaviour. In the differential measurements much more bins are used and
a particular systematic effect often differently affects the individual differential bins,

107



RESULTS

which leads to complex and specific shapes of the systematic variations. As a conse-
quence, the corresponding nuisance parameters can be relatively easily constrained and
pulled.

In the differential measurements there is also a higher risk that the statistical fluc-
tuations in the MC predictions might cause unphysical spikes in the distributions of
the systematic uncertainties, which might be consequently over-constrained in the un-
folding procedure if they are not removed by the bootstrapping procedure. This effect
is particularly apparent in the cases when the alternative MC samples have a relatively
smaller number of events, e.g. in the case of the alternative sample generated with
mtop = 172 GeV only about 15 million of events are used. This problem is difficult
to avoid, since providing sufficiently large samples would require generating tens or
hundreds of millions of new events. On the other hand, only few pulls larger than the
RMS of the prior are observed and the majority of pulled nuisance parameters are still
consistent with the mean of the prior, which does not indicate ’dangerous’ pulls and
constraints. Furthermore, as it was shown in the systematic ranking studies presented
in Section 9.5, the statistical uncertainties are dominating and small imperfections in
the estimation of the distributions of the systematic uncertainties are not expected to
affect the result significantly.

10.2 Post-Marginalisation Correlations

All nuisance parameters enter the unfolding as decorrelated, but the FBU is capable of
estimating the correlations in the particular measurement. The post-marginalisation
correlations obtained from unfolding real data are summarised in the Appendix in
Figures A.15 – A.17. Correlations between the parton-level ∆|y| bins are also shown,
as well as correlations with the AC value itself.

In the inclusive case only few nuisance parameters are significantly correlated, e.g.
b-tagging scale factors and the large-R jet scale variations with the boosted signal
normalisation parameter. In the differential measurements there are much more corre-
lated parameters, with JER parameters and signal modelling uncertainties among the
leading ones.
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Figure 10.1: Pulls and constraints of the nuisance parameters in the inclusive case for Asimov

(left) and data (right). The red points correspond to the mean of the posterior and the blue

ones to the mode of the likelihood approach (MAP). The green and yellow regions correspond

to the 1 and 2 σ intervals of the prior probability density, respectively.
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(b) Data.

Figure 10.2: Pulls and constraints of the nuisance parameters in the differential βz(tt̄) case for

Asimov (left) and data (right). The red points correspond to the mean of the posterior and

the blue ones to the mode of the likelihood approach (MAP). The green and yellow regions

correspond to the 1 and 2 σ intervals of the prior probability density, respectively.
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(b) Data.

Figure 10.3: Pulls and constraints of the nuisance parameters in the differential m(tt̄) case for

Asimov (left) and data (right). The red points correspond to the mean of the posterior and

the blue ones to the mode of the likelihood approach (MAP). The green and yellow regions

correspond to the 1 and 2 σ intervals of the prior probability density, respectively.
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10.3 Post-Marginalisation Distributions

A summary of the pre-marginalisation and post-marginalisation distributions of the
∆|y| bins in the individual signal regions is provided for both the inclusive and differ-
ential AC measurements in Figure 10.4. In the case of the differential measurements the
differential bins are plotted side-by-side in each signal region. The pre-marginalisation
plots show the agreement of the data and MC before the marginalisation procedure,
i.e. before the FBU was performed. The normalisation difference in the boosted regime
is clearly visible. In the post-marginalisation distributions the MC prediction is cor-
rected, taking into account the pulls and constraints of the nuisance parameters, as
well as the correlations between them. Consequently, the post-marginalisation uncer-
tainties are much smaller and perfect agreement between the data and MC is observed.
The improvement of the precision of the MC prediction is also visible from Table 10.1
where a comparison of total event yields before and after marginalisation is shown.

pre-marg. post-marg. incl. post-marg. βz(tt̄) post-marg. m(tt̄)

tt̄ 3490000±280000 3538000± 23000 3490000± 12000 3586000± 12000
Single top 144000± 16000 143000± 6000 138800± 3100 126000± 4000
W + jets 240000±130000 159000± 16000 196000± 8000 199000± 8000

Z + V V + tt̄X 70000± 40000 78000± 12000 76000± 6000 53000± 7000
Fakes 140000± 70000 159000± 22000 175000± 12000 113000± 11000

Total Prediction 4080000±350000 4080000± 40000 4076000± 20000 4076000± 20000
Data (139 fb−1) 4075855 4075855 4075855 4075855

Table 10.1: Event yields before and after marginalisation for the inclusive and differential

βz(tt̄) and m(tt̄) AC measurements. All regions are combined.

The post-marginalisation agreement in the unfolded distributions is expected to
be perfect by definition. However, if the pulls and constraints are physical, the post-
marginalisation agreement should be improved also in control distributions which were
not unfolded. An example of a comparison between the pre/post-marginalisation
data/MC agreement is shown in the Appendix in Figures A.18 – A.21 for the re-
constructed top pT variable. In all cases the data/MC agreement is improved and the
discrepancies are mostly well covered even by the reduced uncertainty band. Similar
checks were performed also for other control distributions, such as jet and lepton pT

or Emiss
T . In all cases improvement is observed which is an important validation of the

analysis setup.
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(c) Differential βz(tt̄) pre-marginalisation.
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(d) Differential βz(tt̄) post-marginalisation.
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(e) Differential m(tt̄) pre-marginalisation.
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(f) Differential m(tt̄) post-marginalisation.

Figure 10.4: Comparison between data and the MC prediction for bins used in the inclusive

(top) and differential βz(tt̄) (middle) and m(tt̄) (bottom) AC measurements. This compari-

son is shown before (left) and after (right) marginalisation within FBU. The bottom panels

show the ratio of the MC to data predictions. The light green band corresponds to the total

pre/post-marginalisation uncertainty, including the normalisation and luminosity uncertain-

ties. The binning is defined in Section 8.8.
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10.4 Posterior Probability Density Distributions

The unfolded posterior probability density distributions obtained from data are shown
in Figures 10.5 – 10.7. The predictions of the parton-level asymmetries obtained from
the nominal Powheg+Pythia 8 signal sample are also shown. In all cases the pos-
teriors are symmetric and in very good agreement with the corresponding Gaussian
fits, therefore it is reasonable to take the RMS of the distributions as a symmetric
uncertainty.
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Figure 10.5: The AC posterior probability density distribution in the inclusive measurement.

The Powheg+Pythia 8 parton-level asymmetry and posterior mean values are shown in

red and orange, respectively.

10.5 Measured Charge Asymmetry Values

An overview of the AC values with the corresponding uncertainties is provided in Ta-
ble 10.2. The uncertainties are dominated by the RMS of the posteriors, followed by
the statistical uncertainties in the response matrix and the unfolding bias, which is
mostly negligible. The total uncertainty is the sum-in-quadrature of the mentioned
uncertainties. Graphically, the results with the total uncertainties are presented in
Figure 10.8.

A strongest to-date evidence of non-zero inclusive charge asymmetry is observed
with a 4 σ confidence level. All values are consistent with the NNLO in QCD + NLO
in EW SM prediction [132]. The LUXqed_plus_PDF4LHC15_nnlo_100 PDF
set based on PDF4LHC recommendations [259] is used to calculate the SM prediction
and the theoretical uncertainties are obtained by varying the renormalisation and fac-
torisation scales. The Powheg+Pythia 8 parton-level asymmetry is also shown for
comparison, in this case the uncertainties are statistical only.
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(a) 0.0 < βz(tt̄) < 0.3.
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(b) 0.3 < βz(tt̄) < 0.6.
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(c) 0.6 < βz(tt̄) < 0.8.
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(d) 0.8 < βz(tt̄) < 1.0.

Figure 10.6: The AC posteriors in the differential βz(tt̄) measurement. The

Powheg+Pythia 8 parton-level asymmetry and posterior mean values are presented in

red and orange, respectively.

SM Data 139 fb−1

Mean Post-marg. Res. mat. Bias Total
inclusive 0.0064±0.0005

0.0006 0.0060 0.0014 0.0005 0.0001 0.0015

m(tt̄)
[GeV]

< 500 0.0055±0.0007
0.0005 0.0045 0.0044 0.0013 0.0001 0.0045

500-750 0.0072±0.0006 0.0051 0.0029 0.0009 0.0000 0.0031
750-1000 0.0079±0.0003

0.0005 0.0100 0.0067 0.0021 0.0001 0.0070
1000-1500 0.0096±0.0009 0.0169 0.0077 0.0029 0.0004 0.0083
> 1500 0.0094±0.0015

0.0011 0.0121 0.0315 0.0092 0.0005 0.0329

βz(tt̄)

0-0.3 0.0011±0.0004 0.0007 0.0051 0.0020 0.0001 0.0055
0.3-0.6 0.0023±0.0006

0.0004 0.0085 0.0040 0.0013 0.0003 0.0042
0.6-0.8 0.0042±0.0003 0.0014 0.0044 0.0015 0.0004 0.0047
0.8-1.0 0.0146±0.0012

0.0014 0.0100 0.0049 0.0013 0.0007 0.0051

Table 10.2: Results with uncertainties, compared to the NNLO QCD + NLO EW SM predic-

tion. The central unfolded values with the post-marginalisation uncertainties, uncertainties

due to limited number of MC events in the response matrix, uncertainties due to the unfolding

bias and the total uncertainties are shown for the inclusive and differential Att̄C measurements.
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(a) 0 < m(tt̄) < 500 GeV.
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(b) 500 < m(tt̄) < 750 GeV.
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(c) 750 < m(tt̄) < 1000 GeV.
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(d) 1000 < m(tt̄) < 1500 GeV.
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(e) m(tt̄) > 1500 GeV.

Figure 10.7: The AC posterior in the differential m(tt̄) measurement. The

Powheg+Pythia 8 parton-level asymmetry and posterior mean values are presented in

red and orange, respectively.
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Figure 10.8: The unfolded inclusive and differential (βz(tt̄) and m(tt̄)) AC values compared

to the SM prediction [132] and the Powheg+Pythia 8 parton-level asymmetry. The total

uncertainty is shown.
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10.6 Comparison with the 8 TeV ATLAS AC Measurements

A comparison of the measured AC values with the ATLAS 8 TeV AC results [150,154]
in the lepton+jets decay channel is shown in Figure 10.9. In all cases a good agreement
of the measured values with the SM prediction is observed. The unfolded uncertainty is
significantly reduced in the

√
s = 13 TeV results, especially in the case of the differential

measurements. However, at the same time the SM predicts smaller asymmetry values
at
√
s = 13 TeV due to larger fraction of top-quark pairs produced via gluon fusion.
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Figure 10.9: A comparison of the AC values measured by the ATLAS experiment using proton-

proton collision data at
√
s = 13 TeV and

√
s = 8 TeV [150, 154]. The measured values are

compared to the NNLO+NLO EW prediction [132] at
√
s = 13 TeV and to the NLO+EW

calculation at
√
s = 8 TeV [117].
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10.7 Discussion

This thesis was written in the final stages of the effort to obtain the first ATLAS
preliminary AC result at

√
s = 13 TeV. Among the last missing steps there is an

effective field theory interpretation which would constrain the BSM physics in a model-
independent way as proposed in Ref. [266].

The final ATLAS Run 2 AC result is expected to benefit also from the dilepton
tt̄ decay channel and possibly even from the all-hadronic boosted channel in order to
further reduce the uncertainties. A differential measurement as a function of the pT(tt̄)

is also expected to be added. The current measurement is still dominated by statistical
uncertainties and there will be no new data from the ATLAS experiment for several
years. However, there are some possibilities to increase the acceptance of the selection
and thus to reduce the statistical uncertainties without adding new data. In the high
m(tt̄) region there is a problem in both `+jets topologies that the charged lepton gets
too close to the b-jet and the event is rejected by the lepton isolation or overlap removal
criteria. The currently used settings are relatively strict and the overlap removal criteria
are constant, not taking into account the momenta of the studied objects. By modifying
the lepton isolation and overlap removal criteria it should be possible to significantly
increase the acceptance in the high m(tt̄) region.
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Conclusion

This thesis presents the first measurement of the charge asymmetry in top-quark pair
production by the ATLAS experiment using full Run 2 (139 fb−1) proton-proton col-
lision data at

√
s = 13 TeV. The lepton+jets decay channel is investigated. Events

are selected in the resolved and boosted topologies which are subsequently combined
within the fully bayesian unfolding method. The charge asymmetry is measured in-
clusively and also differentially as a function of the top-quark pair longitudinal boost
and mass. Systematic uncertainties are marginalised within the unfolding procedure.
A bootstrapping method is used to remove statistically insignificant systematic uncer-
tainties and a pruning procedure is used to remove negligible uncertainties in order to
simplify the unfolding problem. The measurement is limited by statistical uncertain-
ties in all regions and the measured values are in good agreement with the NNLO in
QCD + NLO in EW Standard Model predictions. A significant improvement in the
precision with respect to the 8 TeV AC measurements is observed. In the inclusive
case, an evidence of a non-zero asymmetry is observed at a 4 σ confidence level.
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Figure A.1: Separation power of the BDT input variables in the 1 b-tag exclusive channel,

electron and muon channels are plotted together.
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Figure A.2: Separation power of the BDT input variables in the 2 b-tag inclusive channel,

electron and muon channels are plotted together.
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Figure A.3: Data to prediction comparison in resolved e+jets channel, 2incl. b-tag region.

The last bin includes overflow events. The green band corresponds to the MC statistical and

systematic uncertainties. Luminosity and normalisation uncertainties are not included.
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Figure A.4: Data to prediction comparison in resolved µ+jets channel, 2 incl. b-tag region.

The last bin includes overflow events. The green band corresponds to the MC statistical and

systematic uncertainties. Luminosity and normalisation uncertainties are not included.
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Figure A.5: Data to prediction comparison in boosted e+jets channel, 2 incl. b-tag region.

The last bin includes overflow events. The green band corresponds to the MC statistical and

systematic uncertainties. Luminosity and normalisation uncertainties are not included.
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Figure A.6: Data to prediction comparison in boosted µ+jets channel, 2 incl. b-tag region.

The last bin includes overflow events. The green band corresponds to the MC statistical and

systematic uncertainties. Luminosity and normalisation uncertainties are not included.
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Figure A.7: Migration matrices in the four signal regions in the inclusive AC measurement.

Resolved (top) and boosted (bottom), 1 b-excl. (left) and 2 b-incl (right). The numbers

represent the percentual propability of a truth ∆|y| bin to be reconstructed in the individual

reconstruction-level bins.
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Figure A.8: Migration matrices in the four signal regions in the βz(tt̄) differential AC mea-

surement. Resolved (top) and boosted (bottom), 1 b-excl. (left) and 2 b-incl (right). The

migrations are not only between the ∆|y| bins, but also between the bins in the differential

variable. The numbers represent the percentual propability of a truth ∆|y| and βz(tt̄) bin to

be reconstructed in the individual reconstruction-level bins.
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(b) Resolved 2 b-incl.
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(c) Boosted 1 b-excl.
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(d) Boosted 2 b-incl.

Figure A.9: Migration matrices in the four signal regions in the m(tt̄) differential AC mea-

surement. Resolved (top) and boosted (bottom), 1 b-excl. (left) and 2 b-incl (right). The

migrations are not only between the ∆|y| bins, but also between the bins in the differential

variable. The numbers represent the percentual propability of a truth ∆|y| and m(tt̄) bin to

be reconstructed in the individual reconstruction-level bins. In the boosted topology there are

no events below 500 GeV at the reconstruction level, since these are removed in the selection.
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Figure A.10: The AC posterior probability density distribution in the inclusive AC measure-

ment for the Asimov dataset. The Powheg+Pyhtia 8 parton-level asymmetry, the mode of

the likelihood and the posterior mean value are shown in red, green and orange, respectively.
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(a) 0.0 < βz(tt̄) < 0.3.
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(b) 0.3 < βz(tt̄) < 0.6.
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(c) 0.6 < βz(tt̄) < 0.8.

1.0 0.5 0.0 0.5 1.0 1.5 2.0 2.5
AC value 1e 2

0

200

400

600

800

1000

1200

Nu
m

be
r o

f e
ve

nt
s

Mean=0.00919
RMS=0.00478
Mode of likelihood=0.00864
True=0.00863
Gaussian fit
Posterior

(d) 0.8 < βz(tt̄) < 1.0.

Figure A.11: The AC posteriors in the differential βz(tt̄) AC measurement for the Asimov

dataset. The Powheg+Pyhtia 8 parton-level asymmetry, the mode of the likelihood and

the posterior mean values are presented in red, green and orange, respectively.
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(a) 0 < m(tt̄) < 500 GeV.
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(b) 500 < m(tt̄) < 750 GeV.
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(c) 750 < m(tt̄) < 1000 GeV.
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(d) 1000 < m(tt̄) < 1500 GeV.
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(e) m(tt̄) > 1500 GeV.

Figure A.12: The AC posterior in the differential m(tt̄) AC measurement for the ASimov

dataset. The Powheg+Pyhtia 8 parton-level asymmetry, the mode of the likelihood and

the posterior mean values are presented in red, green and orange, respectively.
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Figure A.13: The full ’stat.-only’ ranking of the systematic uncertainties in the inclusive AC

measurement.



0.0015 0.0010 0.0005 0.0000 0.0005 0.0010 0.0015
Absolute AC uncertainty

total
statonly

ttall_ISR_down_resolved
wjets_muRup_muFup

wjets_2b
ttall_FSR_down_resolved

MET_SoftTrk_ResoPara
JET_CategoryReduction_JET_Pileup_RhoTopology__1up

wjets_1b
ttall_PH7_resolved

JET_CategoryReduction_JET_EffectiveNP_Mixed3__1up
JET_CategoryReduction_JET_JER_EffectiveNP_3__1up

singletop_aMCatNLO
qcd_resolved_2b

LARGERJET_Weak_JET_CombPtRes__1up
ttall_ISR_down_boosted

JET_CategoryReduction_JET_EffectiveNP_Modelling3__1up
qcd_boosted_1b

LARGERJET_Weak_JET_Rtrk_Modelling_Tau32WTA__1up
JET_CategoryReduction_JET_Flavor_Response__1up

singletop_DS
MUON_ID__1up

JET_CategoryReduction_JET_Flavor_Composition__1up
EG_SCALE_ALL__1up

LARGERJET_Weak_JET_Comb_Modelling_mass__1up
pdf_ttbar_PDF4LHC15_30

singletop_FSR_up
JET_CategoryReduction_JET_JER_EffectiveNP_5__1up

JET_CategoryReduction_JET_EtaIntercalibration_Modelling__1up
qcd_syst_resolved_2b

JET_CategoryReduction_JET_JER_EffectiveNP_6__1up
ttall_norm_uncert_boosted

qcd_resolved_1b
zvvttx

weight_bTagSF_MV2c10_77_eigenvars_Light_up_0
ttall_PH7_boosted

MUON_SCALE__1up
JET_CategoryReduction_JET_EffectiveNP_Mixed2__1up

LARGERJET_Weak_JET_Rtrk_Baseline_pT__1up
LARGERJET_Weak_JET_Rtrk_TotalStat_pT__1up

JET_CategoryReduction_JET_Pileup_PtTerm__1up
weight_bTagSF_MV2c10_77_eigenvars_B_up_1

singletop_PH7
JET_CategoryReduction_JET_EtaIntercalibration_TotalStat__1up

weight_bTagSF_MV2c10_77_eigenvars_Light_up_1
JET_CategoryReduction_JET_JER_EffectiveNP_4__1up

JET_CategoryReduction_JET_EffectiveNP_Statistical5__1up
LARGERJET_Weak_JET_Comb_Baseline_mass__1up

pdf_ttbar_PDF4LHC15_18
JET_CategoryReduction_JET_JER_EffectiveNP_1__1up
JET_CategoryReduction_JET_JER_EffectiveNP_2__1up

JET_CategoryReduction_JET_EffectiveNP_Statistical1__1up
pdf_ttbar_PDF4LHC15_11

JET_CategoryReduction_JET_EffectiveNP_Modelling4__1up
LARGERJET_Weak_JET_Rtrk_Modelling_pT__1up

singletop_ISR_down
JET_CategoryReduction_JET_JER_EffectiveNP_7restTerm__1up

LARGERJET_Weak_JET_Comb_Tracking_mass__1up
LARGERJET_Weak_JET_MassRes_Top__1up

JET_CategoryReduction_JET_EtaIntercalibration_NonClosure_highE__1up
weight_bTagSF_MV2c10_77_eigenvars_Light_up_2

weight_bTagSF_MV2c10_77_eigenvars_C_up_0
JET_CategoryReduction_JET_EffectiveNP_Statistical4__1up

pdf_ttbar_PDF4LHC15_19
MUON_SAGITTA_RESBIAS__1up

JET_CategoryReduction_JET_BJES_Response__1up
JET_CategoryReduction_JET_Pileup_OffsetNPV__1up

pdf_ttbar_PDF4LHC15_16
pdf_ttbar_PDF4LHC15_13

JET_CategoryReduction_JET_EffectiveNP_Statistical3__1up
pdf_ttbar_PDF4LHC15_3
pdf_ttbar_PDF4LHC15_1

JET_CategoryReduction_JET_EffectiveNP_Statistical6__1up
pdf_ttbar_PDF4LHC15_5

pdf_ttbar_PDF4LHC15_25
pdf_ttbar_PDF4LHC15_27
pdf_ttbar_PDF4LHC15_21

qcd_boosted_2b
JET_CategoryReduction_JET_EffectiveNP_Mixed1__1up

MUON_SAGITTA_RHO__1up
JET_CategoryReduction_JET_Pileup_OffsetMu__1up

weight_bTagSF_MV2c10_77_eigenvars_B_up_3
JET_CategoryReduction_JET_EffectiveNP_Modelling1__1up

LARGERJET_Weak_JET_Comb_TotalStat_mass__1up
pdf_ttbar_PDF4LHC15_14

JET_CategoryReduction_JET_EffectiveNP_Detector2__1up
weight_leptonSF_EL_SF_Trigger_UP

weight_bTagSF_MV2c10_77_eigenvars_Light_up_3
JET_CategoryReduction_JET_EtaIntercalibration_NonClosure_posEta__1up

weight_bTagSF_MV2c10_77_eigenvars_B_up_4
weight_leptonSF_EL_SF_Reco_UP

weight_bTagSF_MV2c10_77_eigenvars_C_up_1
pdf_ttbar_PDF4LHC15_7
pdf_ttbar_PDF4LHC15_8

weight_pileup_UP
pdf_ttbar_PDF4LHC15_10
ttall_aMCatNLO_resolved
pdf_ttbar_PDF4LHC15_23

MET_SoftTrk_ScaleUp
MET_SoftTrk_ResoPerp

EG_RESOLUTION_ALL__1up
weight_bTagSF_MV2c10_77_eigenvars_B_up_0

JET_CategoryReduction_JET_EtaIntercalibration_NonClosure_negEta__1up
pdf_ttbar_PDF4LHC15_2

JET_CategoryReduction_JET_EffectiveNP_Statistical2__1up
MUON_MS__1up

pdf_ttbar_PDF4LHC15_20
wjets_QSF__1up

weight_leptonSF_EL_SF_ID_UP
qcd_syst_resolved_1b

weight_leptonSF_MU_SF_TTVA_SYST_UP
weight_bTagSF_MV2c10_77_extrapolation_from_charm_up

weight_leptonSF_MU_SF_Trigger_SYST_UP
wjets_CKKW__1up

weight_bTagSF_MV2c10_77_eigenvars_C_up_2
weight_jvt_UP

weight_leptonSF_MU_SF_TTVA_STAT_UP
weight_bTagSF_MV2c10_77_eigenvars_B_up_2

singletop
weight_leptonSF_EL_SF_Isol_UP

LARGERJET_Weak_JET_Rtrk_Tracking_Tau32WTA__1up
JET_CategoryReduction_JET_EffectiveNP_Detector1__1up

qcd_syst_boosted_1b
ttall_FSR_down_boosted

weight_bTagSF_MV2c10_77_extrapolation_up
JET_CategoryReduction_JET_EffectiveNP_Modelling2__1up

LARGERJET_Weak_JET_Rtrk_TotalStat_Tau32WTA__1up
weight_bTagSF_MV2c10_77_eigenvars_B_up_8

ttall_mass172_resolved
pdf_ttbar_PDF4LHC15_12

weight_bTagSF_MV2c10_77_eigenvars_B_up_6
weight_bTagSF_MV2c10_77_eigenvars_C_up_3

LARGERJET_Weak_JET_Rtrk_Baseline_Tau32WTA__1up
weight_bTagSF_MV2c10_77_eigenvars_B_up_5

pdf_ttbar_PDF4LHC15_4
weight_bTagSF_MV2c10_77_eigenvars_B_up_7

pdf_ttbar_PDF4LHC15_26
JET_CategoryReduction_JET_SingleParticle_HighPt__1up

pdf_ttbar_PDF4LHC15_24
pdf_ttbar_PDF4LHC15_9
ttall_mass172_boosted

JET_CategoryReduction_JET_PunchThrough_MC16__1up
weight_leptonSF_MU_SF_Isol_STAT_UP

pdf_ttbar_PDF4LHC15_29
pdf_ttbar_PDF4LHC15_15
pdf_ttbar_PDF4LHC15_17

JET_CategoryReduction_JET_JER_DataVsMC__1up
ttall_aMCatNLO_boosted

pdf_ttbar_PDF4LHC15_22
weight_leptonSF_MU_SF_ID_STAT_UP

qcd_syst_boosted_2b
pdf_ttbar_PDF4LHC15_6

lumi
weight_leptonSF_MU_SF_ID_SYST_UP

weight_leptonSF_MU_SF_Isol_SYST_UP
weight_leptonSF_MU_SF_Trigger_STAT_UP

pdf_ttbar_PDF4LHC15_28
LARGERJET_Weak_JET_Rtrk_Tracking_pT__1up

AC Up
AC Down

Figure A.14: The full ’full-syst.’ ranking of the systematic uncertainties in the inclusive AC

measurement.
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Figure A.15: Post-marginalisation correlation matrix between the nuisance parameters,

parton-level ∆|y| bins and the AC itself in the inclusive AC measurement. Only param-

eters which are (anti)correlated with at least one other parameter by more than 25% are

shown.



wj
et

s_
1b

JE
T_

Ca
te

go
ry

Re
du

ct
io

n_
JE

T_
Fl

av
or

_C
om

po
sit

io
n_

_1
up

_c
om

m
on

JE
T_

Ca
te

go
ry

Re
du

ct
io

n_
JE

T_
Pi

le
up

_R
ho

To
po

lo
gy

__
1u

p_
co

m
m

on
LA

RG
ER

JE
T_

W
ea

k_
JE

T_
Rt

rk
_B

as
el

in
e_

pT
__

1u
p_

co
m

m
on

LA
RG

ER
JE

T_
W

ea
k_

JE
T_

Rt
rk

_M
od

el
lin

g_
pT

__
1u

p_
co

m
m

on
we

ig
ht

_b
Ta

gS
F_

M
V2

c1
0_

77
_e

ig
en

va
rs

_B
_u

p_
0_

co
m

m
on

we
ig

ht
_b

Ta
gS

F_
M

V2
c1

0_
77

_e
ig

en
va

rs
_B

_u
p_

2_
co

m
m

on
we

ig
ht

_b
Ta

gS
F_

M
V2

c1
0_

77
_e

ig
en

va
rs

_L
ig

ht
_u

p_
0_

co
m

m
on

lu
m

i_c
om

m
on

JE
T_

Ca
te

go
ry

Re
du

ct
io

n_
JE

T_
JE

R_
Ef

fe
ct

iv
eN

P_
2_

_1
up

_c
om

m
on

JE
T_

Ca
te

go
ry

Re
du

ct
io

n_
JE

T_
JE

R_
Ef

fe
ct

iv
eN

P_
3_

_1
up

_c
om

m
on

JE
T_

Ca
te

go
ry

Re
du

ct
io

n_
JE

T_
JE

R_
Ef

fe
ct

iv
eN

P_
5_

_1
up

_c
om

m
on

JE
T_

Ca
te

go
ry

Re
du

ct
io

n_
JE

T_
JE

R_
Ef

fe
ct

iv
eN

P_
6_

_1
up

_c
om

m
on

pd
f_

ttb
ar

_P
DF

4L
HC

15
_3

0_
co

m
m

on
tta

ll_
IS

R_
do

wn
_r

es
ol

ve
d

tta
ll_

m
as

s1
72

_r
es

ol
ve

d
tta

ll_
IS

R_
do

wn
_b

oo
st

ed
tta

ll_
aM

Ca
tN

LO
_b

oo
st

ed
tta

ll_
PH

7_
bo

os
te

d
tta

ll_
no

rm
_u

nc
er

t_
bo

os
te

d
Ac

_b
in

1
Ac

_b
in

2
Ac

_b
in

3
d|

Y|
_b

in
0

d|
Y|

_b
in

1
d|

Y|
_b

in
2

d|
Y|

_b
in

3
d|

Y|
_b

in
4

d|
Y|

_b
in

5
d|

Y|
_b

in
6

d|
Y|

_b
in

7
d|

Y|
_b

in
8

d|
Y|

_b
in

9
d|

Y|
_b

in
10

d|
Y|

_b
in

11
d|

Y|
_b

in
12

d|
Y|

_b
in

13
d|

Y|
_b

in
14

d|
Y|

_b
in

15

wjets_1b
JET_CategoryReduction_JET_Flavor_Composition__1up_common
JET_CategoryReduction_JET_Pileup_RhoTopology__1up_common

LARGERJET_Weak_JET_Rtrk_Baseline_pT__1up_common
LARGERJET_Weak_JET_Rtrk_Modelling_pT__1up_common
weight_bTagSF_MV2c10_77_eigenvars_B_up_0_common
weight_bTagSF_MV2c10_77_eigenvars_B_up_2_common

weight_bTagSF_MV2c10_77_eigenvars_Light_up_0_common
lumi_common

JET_CategoryReduction_JET_JER_EffectiveNP_2__1up_common
JET_CategoryReduction_JET_JER_EffectiveNP_3__1up_common
JET_CategoryReduction_JET_JER_EffectiveNP_5__1up_common
JET_CategoryReduction_JET_JER_EffectiveNP_6__1up_common

pdf_ttbar_PDF4LHC15_30_common
ttall_ISR_down_resolved
ttall_mass172_resolved
ttall_ISR_down_boosted

ttall_aMCatNLO_boosted
ttall_PH7_boosted

ttall_norm_uncert_boosted
Ac_bin1
Ac_bin2
Ac_bin3

d|Y|_bin0
d|Y|_bin1
d|Y|_bin2
d|Y|_bin3
d|Y|_bin4
d|Y|_bin5
d|Y|_bin6
d|Y|_bin7
d|Y|_bin8
d|Y|_bin9

d|Y|_bin10
d|Y|_bin11
d|Y|_bin12
d|Y|_bin13
d|Y|_bin14
d|Y|_bin15

1.00

0.75

0.50

0.25

0.00

0.25

0.50

0.75

1.00

Figure A.16: Post-marginalisation correlation matrix between the nuisance parameters,

parton-level ∆|y| bins and the AC itself in the differential (βz(tt̄)) AC measurement. Only

parameters which are (anti)correlated with at least one other parameter by more than 35%

are shown.
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Figure A.17: Post-marginalisation correlation matrix between the nuisance parameters,

parton-level ∆|y| bins and the AC itself in the differential (m(tt̄)) AC measurement. Only

parameters which are (anti)correlated with at least one other parameter by more than 40%

are shown.
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Figure A.18: A comparison of the reconstructed thad pT in the resolved topology, 1 b-excl.

(top) and 2 b-incl. (bottom). Plots before and after marginalisation are shown. The light

green bands correspond to the total uncertainty, including the normalisation uncertainties.
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Figure A.19: A comparison of the reconstructed tlep pT in the resolved topology, 1 b-excl.

(top) and 2 b-incl. (bottom). Plots before and after marginalisation are shown. The light

green bands correspond to the total uncertainty, including the normalisation uncertainties.
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Figure A.20: A comparison of the reconstructed thad pT in the boosted topology, 1 b-excl.

(top) and 2 b-incl. (bottom). Plots before and after marginalisation are shown. The light

green bands correspond to the total uncertainty, including the normalisation uncertainties.
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Figure A.21: A comparison of the reconstructed tlep pT in the boosted topology, 1 b-excl.

(top) and 2 b-incl. (bottom). Plots before and after marginalisation are shown. The light

green bands correspond to the total uncertainty, including the normalisation uncertainties.
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