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Abstract

Philosophiae Doctor

Behavior of the running fine-structure constant in
the space-like and time-like regions and other
applications of the Unitary and Analytic model

Lukas Holka

The first part of this thesis presents an introduction to some topics
of the analytic structure of scattering amplitudes and related objects
in quantum field theory. These techniques are necessary both in the
construction of the Unitary and Analytic model, and in the study of
the running of the fine structure constant. Then, in the second part,
electromagnetic form factors and their Unitary and Analytic model are
introduced. The last part of the thesis consists of a review of certain
properties of the running fine structure constant and a summary of
results that were achieved during my doctoral study. A detailed proof
of the reality of the fine structure constant in the space-like region is
given, and the relation between the imaginary part of that running
constant in the time-like region and the total cross section for the
electron—positron annihilation is reviewed. The thesis concludes with
the summary of several results that I have achieved in collaboration
with my colleagues. In particular, we have described the hadronic
contribution to the running of the fine structure constant using the
Unitary and Analytic model, and used that description to evaluate
the leading hadronic contribution to the muon’s magnetic anomaly.
I also present our investigation of the damped oscillatory structures
that were observed in the effective form factor of the proton, and of
the anomaly in the charged to neutral yield ratio for the decay of the
¢(1020) resonance into kaon pairs.
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Abstrakt

Philosophiae Doctor

Spravanie beziacej konstanty jemnej struktary v
priestorupodobnej a casupodobnej oblasti a iné
aplikacie Unitarneho a analytického modelu

Lukas Holka

Téato dizertacna praca zacina tvodom do analytickej struktary am-
plitad rozptylu a pribuznych veli¢cin v kvantovej teérii pola. Tieto
techniky su potrebné ako na uvedenie Unitarneho a analytického mod-
elu, tak i na stadium bezania konstanty jemnej struktary. V druhej
casti prace su potom prezentované elektromagnetické form faktory a ich
Unitarny a analyticky model. Poslednd ¢ast prace obsahuje prehlad vy-
branych vlastnosti beziacej konstanty jemnej Struktiry a sthrn vysled-
kov dosiahnutych pocas mojho doktorského studia. Je v nej uve-
deny podrobny dokaz toho, Ze v priestorupodobnej oblasti je bezi-
aca konstanta jemnej struktury realna. Tiez je prezentovany vztah
medzi imaginarnou ¢astou beziacej konstanty v casupodobnej oblasti a
totdlnym uc¢innym prierezom elektron pozitrénovej anihildcie. Praca
je zakonc¢end zhrnutim niekolkych vysledkov, ktoré som dosiahol v
spolupraci so svojimi kolegami. Predovsetkym sa ndm podarilo popisat
hadrénovy prispevok do bezania konstanty jemnej Struktiry pomocou
Unitarneho a analytického modelu, a za pouzitia tohoto popisu vyhod-
notit veduci prispevok hadréonov do magnetickej anomalie mionu. Tiez
je prezentovana nasa Studia tlmenych oscilacii, ktoré boli pozorované
v efektivnom form faktore protéonu, a anomalie v pomere rozpadovych
sirok rezonancie ¢(1020) na nabité a neutralne kadny.
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Preface

The main aim of this thesis is to introduce the Unitary and Analytic (U&A)
model of electromagnetic form factors of hadrons, as well as some of its
applications on which I have worked on during my doctoral study. The
U&A model is based on particular analytic properties which form factors
are believed to possess. Before we introduce the model, we will therefore
need to first discuss some topics of analyticity in particle physics.

The thesis is divided into three parts. In the first part, which is com-
prised of chapters 1 and 2, we will discuss what appears to be the most
important way in which analyticity enters into particle physics. From the
point of view of this thesis, this is important in order to introduce the U&A
model, but also to establish some results which are going to be needed later
in the final, third part of the thesis. These aims have to a large extent in-
formed the selection of topics that are covered in this first part of the thesis.
But analytic properties of amplitudes constitute an important and fascinat-
ing topic in high energy physics and their implications reach far beyond any
single phenomenological model, such as the U&A model, or specific applica-
tions, such as those presented in this thesis. For this reason I have allowed
myself to mention also some topics which are only adjacent to our present
goals, but which I still found important to introduce from a more general
point of view. In fact, I hope that the first part of this thesis can serve quite
independently from the rest of the work as a gentle introduction to the topic
of analyticity in high energy physics.

The second part consists of chapters 3 and 4. We will introduce the
general concept of form factor and mention the analytic properties that it
is usually assumed to posses in the chapter 3, which in turn will allow us to
introduce the U&A model in the chapter 4. The main purpose of the chap-
ter 3 is to make the thesis more self-contained. The U&A model describes
electromagnetic form factors of hadrons, and it is therefore appropriate to
present first the general notion of form factor. This will also come handy
later when we will discuss the magnetic anomaly of the muon. Considering,
however, that the topic of form factors is quite large, in order to keep the
volume of the thesis manageable I decided to present this topic in a manner
that is somewhat less comprehensive than the first part of the thesis. The
chapter 4, on the other hand, is very thorough and introduces the U&A

xix
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model in quite a detail. Even though the model itself is not new, the style
of the presentation to large extent is. I have tried to clearly describe the
structure and principles behind the construction of the model, and I hope
that this chapter will prove useful to any researcher who wishes to under-
stand how the model works, and how to build or modify it for their own
purposes.

The last, third part of the thesis is then concerned with some of the
results that I have obtained in collaboration with my colleagues during my
doctoral study. In the chapter 5 I discuss some aspects of the running of
the fine structure constant, including its significance for the evaluation of
the magnetic anomaly of the muon. I describe how its imaginary part can
be obtained from measurements of the total cross section in the time-like
region, and I present a proof that the constant is real in the space-like region.
Afterwards I also mention some other, more particular results, including the
contribution of the hadronic vacuum polarization into the magnetic anomaly
of the muon. The thesis is then concluded by chapter 6, in which I describe
two other applications of the U&A model on which I collaborated.

Lukas Holka



Part 1

An introduction to the study
of analyticity in quantum
field theory






This first part of the thesis discusses some features of the analytic struc-
ture of scattering amplitudes. My aim was mainly to introduce the concepts
and explain why it might be reasonable to assume certain analytic proper-
ties of various quantities, and I did not attempt to provide rigorous proofs
or a complete treatment of this topic. For practical reasons I have partly
limited the scope towards issues that were necessary for the introduction of
the U&A model, but I have also tried to provide quite a general overview
of this field, or, at least, of some of its main principles. I hope that Part 1
will be useful also for a reader who is not interested in the remaining two
parts of the thesis. Nonetheless, for a more thorough treatment the reader is
advised to consult other literature, and I will now briefly recommend some
sources that the reader may find interesting.

A classic textbook for these topics is The Analytic S-Matriz written by
Eden, Landshoff, Olive, and Polkinghorne [1]. I do not know of any single
modern treatment that would fully substitute for this book. However, one
disadvantage of the book is that at the time of its writing some issues covered
there were not yet properly understood and the book therefore contains
many subtle mistakes.

A good review of the analyticity in the context of strong coupling physics
was published by S. Mandelstam in 1962 [2]. This review was published dur-
ing the times when the S-matrix program was very popular, and provides
some insight into that historical period. Similarly to [1] it is not fully up-
to-date, but it is very well-written and offers a lot of value even today.
Let me, however, add one comment. At the time when [2] was written it
was generally assumed that the condition of renormalizability constraints
the physically admissible set of field theories. It was believed that non-
renormalizable theories should be discarded as unphysical. This played a
role in the plausibility argument for the main goal of the S-matrix program,
which was to fully determine the S-matrix just from a small set of math-
ematical properties (causality, unitarity, and crossing-symmetry) up only
to a finite number of constants, the values of which could be measured by
experiments. Today the view on non-renormalizability is more complex.

There is an excellent treatment by H. Nussenzveig: Causality and disper-
sion relations [3]. It is mathematically much more precise than the above-
mentioned references. Its limitation is that it does not venture beyond non-
relativistic quantum mechanics. Nevertheless, I would highly recommend
this book to anyone who wishes to study the related mathematics, as well
as some of the physics, to a greater depth.

I also highly recommend the recently published review by S. Mizera [4],
which is a modern and very readable introduction to the subject of analytic-
ity in quantum physics. Although it is meant to serve as an introduction to
the subject and is therefore by design not very detailed or complete, it cov-
ers a larger ground than most other sources and also mentions some modern
topics and recent results.



A very authoritative source for an important subset of the results is the
classic book PCT, Spin and Statistics, and All That by R. Streater and
A. Wightman [5]. One can find there a precise mathematical formulation
of the relation between distributions whose support is limited to a cone and
analyticity and boundedness properties of their Laplace transforms. This
relation is the main pillar which supports much of what we are going discuss
in this thesis.



Chapter 1

Causality, analyticity, and
dispersion relations

Our first aim is to introduce the relation between causality and analyticity
in one of its most elementary forms. Roughly speaking, the mechanism
is as follows. We consider some function, or more generally a tempered
distribution, that vanishes on a suitable subset of its domain. A simple
case of this would be a function f of a single variable x that is zero for all
x < 0. As we will see later, this can be further generalized to a distribution
whose support vanishes outside of some cone. The property that f(z) =0
for x < 0 then translates into particular constraints on the Fourier transform
of f. Those constraints are that the Fourier transform is the boundary value
of an analytic function with certain asymptotic properties. Later, we will
present this statement in a greater detail, but for now our goal is only to
introduce the concept and build some basic intuition. For that reason we
will begin by considering the simple example of a harmonic oscillator.

1.1 Classical harmonic oscillator

A traditional introductory example (see e.g. [3, 4]) is that of a classical
damped harmonic oscillator subjected to an external force. The position z
of such an oscillator, when considered as a function of time ¢, satisfies the
following differential equation,

G (t) 4+ 20&(t) + wiz(t) = f(1). (1.1)

As usual, the dots above x correspond to time derivatives, and the parame-
ter A governs the damping of oscillations. The set of physical values of X is
A > 0. Such values correspond to the oscillations being damped rather than
amplified. The corresponding homogeneous equation has two independent
solutions, in the familiar form x(t) o exp(—iwt). After we plug this into the

)



6 CHAPTER 1. CAUSALITY AND ANALYTICITY

homogeneous version of (1.1) we find the following two solutions for w:

wy = —iA £ /wi — 2. (1.2)

In order to find a solution of the inhomogeneous equation (1.1) it is
convenient to inspect the Fourier transform of the equation.

First, however, we need to fix our notation. For a function h(t) we will
define its Fourier transform h(w) as

- +o0 .
fi(w) = Flh)(w) = / dt h(t)e™". (1.3)
The inverse Fourier transform is then
3 1 oo .
ht) = FURI0) = o / deo Fi(w)e™ ", (1.4)
T J—00

Now we can express z(t) and f(t) as inverse Fourier transforms

2(t) =F[3)() = % / du F(w)e (1.5)
7o) =F A0 = 5 [ do flwye=, (1.6
The equation (1.1) is then equivalent to the condition
(~w? = 200w+ ) #(w) = — (W —wy) (W —w ) EW) = flw).  (17)
The solution is therefore

H(w) = ! F(w) = §(w)F(). (1)

(@ —wp) (- o)

where we denoted §(w) = —1/ (w — wy) (w — w—). The full solution is then
F#(w)](t), where ¥ is given by (1.8), plus a linear combination of the
two independent solutions exp(—iw4t) and exp(—iw_t) of the homogeneous
equation. Any solution of the homogeneous equation, however, blows up
for t — —o0. Such solutions are therefore sensible only when considering
the evolution on a time interval that is bounded from below. This is not
our case. In fact, we are interested only in the response of the oscillator to
the external force. Therefore, for our purposes, the full solution is just the
inverse Fourier transform of (1.8).

Let us now take a step back and consider how causality and analyticity
enter into this picture. Our system is that of an oscillator reacting to an
external force. A reasonable criterion of causality therefore seem to be to
demand that the oscillator, if being at rest initially, remains at rest until the
force starts acting on it. In other words, its response to the external force
must not precede the action of the force.
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w = —wo w = +wo

Figure 1.1: The poles of g(w) as a function of X\. From (1.2) we see that
for A = 0 the two poles are at the points w = —wy and w = 4wy on the
real axis and as A increases they move below the real axis along the circle
lw] = wp. They meet at w = —iwy for A = wy. Afterwards, one of the poles
continues along the imaginary axis downwards to the infinity while the other
one continues along the imaginary axis upwards towards w = 0.

Does our solution satisfy this property? Notice, that if we define

o) = F 50 = o [ do glw)e (1.9

then we can write

o(t) = 5 [ dw ) Fw)e
=5 [do g | [ar @it e = [argte-e)fe), (110)

where in the second equality we wrote f(w) as the Fourier transform of f(t),
and then assumed that it is possible to change the order of integration.
From this equation we see that the response of the oscillator to the force
acting at time ¢y is given by the Green’s function g as g(t —tp). (Formally, if
f(t) =06(t—tp) then x(t) = g(t —tp).) Hence, the above-mentioned criterion
of causality! translates to the condition

g(t) =0 for t <O0. (1.11)

Notice now, that for A > 0 the function

o -1
N R T (112

has poles only in the lower half-plane of w. [The poles are at wy and w_
and from (1.2) we can calculate their positions as a function of A. See also
Fig. 1.1.]

'Formally, the criterion stated that if f(¢) = 0 for t < to then z(t) = 0 for ¢ < to.
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This allows us to use the following argument to show that g(t) = 0
for t < 0. If ¢ < 0 the exponent in (1.9) is +iw|t|, which means that the
factor exp(—iwt) provides an exponential suppression of the integrand when
$(w) > 0. In other words, there is an exponential suppression when w is in
the upper half-plane. We can therefore close the contour of integration using
a large semicircle in the upper half-plane, and use the asymptotic properties
of |g| for large |w| to show that when the contour is stretched all the way
to infinity the integral over this whole contour has the same value as the
original integral (1.9). However, since g is analytic in the upper half-plane,
the integral over the whole contour vanishes by the Cauchy’s theorem, which
implies that (1.9) is also zero. Hence, if ¢ < 0 then ¢(t) = 0.

[Since a similar technique will be employed over and over again through-
out this work, let us take a time and spell out this argument more carefully.
Instead of (1.9) consider

R .
g(t) = % /; dw §(w)e ™, (1.13)

for some R > 0. The integral (1.9) is then recovered in the limit of R — +o0.
Now, for a fixed R define the contour of integration C'(R) as going along the
real axis from —R to +R and then upwards along a semicircle in the upper
half-plane until we close the contour at the point —R (see Fig. 1.2). Now,
since ¢ is analytic in the whole upper half-plane, it is analytic inside the
region enclosed by C(R) for any R > 0 and the Cauchy’s theorem implies

that

1 .
— dw G(w)e ™ =0 1.14
or Jew g(w) (1.14)

for any R > 0. Next, let us denote by U(R) the semicircle part of C'(R). In
other words, U(R) = C(R) — [-R, +R]. The integral

1 .
—/ dw §(w)e ™! (1.15)
2m Ju(r)

satisfies the inequality

1 .
— dw §(w)e ™
5 /U " g(w)

because in the upper half-plane the modulus of exp(—iwt) is less than 1.
Hence, we can use the property that |§(w)| = O (Jw|~2) as |w| — oo to show
that the absolute value of the integral over U(R) is O (R™1) as R — oo.
Sending R — oo in (1.14) leads to the equation

1 .
<5 189115 (1.16)

= or

R—o0 _R

+R . .
0= lim ( / dew §(w)e " + / dw g(w)e_“"t> , (1.17)
U(R)



1.1. CLASSICAL HARMONIC OSCILLATOR 9

g

-R 0 +R

. .
w_ w4

Figure 1.2: To show that g(t) = 0 for ¢ < 0 one can consider the integral
(1.14) along the contour C(R) depicted above. The contour starts at —R,
continues along the real axis to +R, and then it returns back to —R along
the semicircle in the upper half-plane. The singularities of §(w) at w = w4
and w = w_ are restricted to the lower half-plane. By the Cauchy’s theorem
the integral over the whole C'(R) vanishes for all R > 0. In the limit R — oo
the integral over the semicircle goes to zero and the integral from —R to +R
approaches (1.9).

and since the second integral goes to zero, so does the first one. This shows
that the integral (1.9) vanishes when ¢t < 0.

Let us note that since we had [§(w)| oc |w|72 for |w| — oo it was easy
to show that the integral over U(R) vanishes. We could show that the
integral over U(R) vanishes even if only a weaker bound |§(w)| = O (Jw|™})
for large |w| was available, but a more detailed argument would then be
necessary. In such cases one needs to make use of the fact that there is an
exponential suppression in the upper half-plane, instead of relying only on
the boundedness of the exponential factor. It is then necessary to suitably
divide the path U(R) into several segments and consider them separately.
For example, we could divide U(R) into the path starting at —R and going
upwards along the contour for a distance proportional to VR, a similar
path but starting at +R, and the rest of U(R). The absolute value of the
integral over the two segments attached to +R and —R goes as O(R‘l/z)
for R — oo, and the absolute value of the integral over the rest of U(R)
decreases at least as exp(—+v/R|t|) for large R.]

We can use a similar technique to calculate g(¢) for ¢ > 0. The exponen-
tial factor now becomes large for &(w) > 0, and we need to close the contour
in the lower half-plane. Using the same argument as before we can again
show that the integral over the large semicircle goes to zero as the contour
is stretched to infinity. This time, however, the function § is not analytic
in the region enclosed by the contour: there are two poles at w = w4 and
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w = w_ in that region. The theorem of residues then yields

ot)=—2ri 3 Res{_gwe )

pe{wi,w-}
. . : 2 \2
. e iwyt o—iw-t B _Msm (1/(.4.)0 A t>
=1 + =e , (1.18)
Wy —w— W— — Wy w%_)\2

for t > 0. Here, Res{f(z),a} stands for the residue of f(z) at z = a, and
the sum of residues is multiplied by —27i because we integrate along the
contour in the clockwise direction. Altogether, we have obtained the result

sin (\/wg — A2 t)

2 _ 2
wi— A

g(t) = e Mo(1), (1.19)

where 6 stands for the Heaviside step function, which equals zero for negative
values of its argument and one for positive values of the argument,

0 ift<O
0(t) = ’ 1.20
() {1 if t > 0. (1.20)

As we can see from (1.19) the oscillator responds to a brief impulse of force
by damped oscillations with lifetime 1/A. The step function factor in (1.19)
ensures that the response obeys our causality criterion: oscillations appear
only after the force acts, no earlier.

Let us now take a step back and discuss our findings. In the context
of the harmonic oscillator we formulated the causality condition in terms of
the Green’s function g(t — tp) as the condition that g(t — tg) = 0 if ¢ < .
To show that ¢(t) satisfies this property we started from considerations of
its Fourier transform g(w). As we saw, the causality condition followed from
the fact that § was analytic in the upper half-plane and that it had suitable
asymptotic properties for large |w|.

In fact, this argument can be reversed: if ¢g(t) = 0 for ¢ < 0 then g(w)
is analytic in the upper half-plane and has certain asymptotic properties.
This is because for such functions g(t) we have

+o00 . +00 .
g(w) = / dt g(t)e™" = / dt g(t)e™, (1.21)
—o0 0

since for ¢ < 0 the integrand vanishes. But for positive values of t the
exponential factor exp(iwt) = exp(iR{w}t) exp(—I{w}t) serves to improve
the integral’s convergence when S{w} > 0, and as a consequence the function
g(w) is analytic in the upper half-plane. In following sections we will slightly
generalize our findings and state the results in a more precise form.
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Let us mention one last thing in relation to the harmonic oscillator. The
observation that g(w) was analytic in the upper half-plane relied on the
condition that A > 0. It was necessary that the oscillations were damped,
or, in other words, that the system was dissipating energy. But what about
the cases when A < 07 When A < 0, the system on its own (absent the
external force) is unstable. If the external force does not act, any non-zero
value of x at time ty results in arbitrarily large oscillations at times ¢ > .
To obtain a finite solution the force must therefore act to suppress those
oscillations. For example, if the external force was a short delta-function-
like impulse, the finite solution would consist of exponentially increasing
oscillations followed by the short burst of force acting to set the oscillator
to rest. In other words, the force follows the oscillations, not the other way
around. A simple way to think about this is to notice that the solutions for
A < 0 are the same as those for —\ after we reverse the flow of time, ¢t — —t.

1.2 A simple generalization

The discussion of the previous section applies to a much larger set of systems.
Let us now present a very simple generalization so that we can more clearly
see which aspects do not depend on the specific form of the differential
equation for the harmonic oscillator.

Consider an abstract system which reacts to an input f(t) with a re-
sponse z(t), corresponding respectively to the external force and the posi-
tion of the oscillator in the previous section. Let us now make the following
assumptions about this system:

1. Let the response of the system be linear in the input. This corresponds
to the property that

o(t) = [ dteg(t,t:) 10, (1.22)

where g¢(t,t;) is the response at ¢ to the input of the form f(t) =
5(t —t;).

2. Let the system be time-translation invariant. This implies that g(t, t;)
depends only on the difference between ¢ and ;:

gt ti) = g(t —t;). (1.23)

In this case we find that the response of the system is the convolution of the
input f and the Green’s function ¢

2(t) = (g4 (O) = [ dtiglt — ) f(0). (124)
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Recall now that the Fourier transform of a convolution a * b is the product
of the Fourier transforms Fla] and F[b]:

Flaxt) (@) = [ dt (@xb)e = [t [t a(t—)p(e)e"
= / dt’ / dt [a(t — ) =] [p(t)e " |
- / dt' / d(t —t) [b(t’)eiwt’] [a(t - t/)em(t*t')}
_ / dt’ b(t')e" / dt a(t)e™t = Fla] (w) F B (). (1.25)

Therefore, in terms of Z = Fz], f = F[f], and § = Flg], the equation (1.24)
reads

I(w) = g(w) f(w). (1.26)
Thus, we see that for any linear time-translation-invariant system we recover
the general structure of the previous section.
Just as before, a reasonable condition of causality is

g(t) =0 for ¢t <0. (1.27)

This condition is sometimes called the primitive causality condition. Minor
modifications are often necessary, as for example requiring that g(¢) = 0 for
all t < top for some constant ¢y instead of (1.27), especially if the input and
the response are measured at different locations in space.

The condition (1.27) on g then translates to the property that its Fourier
transform § is analytic in the upper half-plane and satisfies certain asymp-
totic properties. Such functions are sometimes called causal transforms and
in the following sections we will present this statement in greater detail. We
will also introduce another useful property that characterizes causal trans-
forms: they satisfy equations known as dispersion relations.

1.3 Analytic continuation from a set of measured
data

Let us now approach the same problem from another direction. Recall the
following result from complex analysis. Consider a region G and two analytic
functions f, g defined on G. Then, if the set A = {z € G : f(z) = g(2)}
contains a limit point, the two functions are identical everywhere on G,
that is, A = G. As a consequence, if a function is defined and analytic on
G, it is fully determined by its values on any subset of G that contains a
limit point, and in particular by its values on any interval?. Hence, if we

2To avoid any confusion, one should not forget that this kind of continuation is unique
only as long as GG remains fixed. It may be possible to further extend the definition domain
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knew that some quantity f(¢) is an analytic function on the real axis (or,
more precisely, in some neighborhood of the real axis), we could attempt
to determine f everywhere just from measurements in some small interval
of t. At first sight, this may appear to be a sensible plan, considering the
uniqueness of such a continuation. However, that is wrong. The problem
is that realistic measurements have only finite precision, and the analytic
continuation is generally unstable. As an example, consider some analytic
function f(t) and another one defined by ¢(t) = f(t)exp(iat), where the
parameter a is real and very small. For any fixed interval (¢1,%2) and a
fixed measurement precision there exists a sufficiently small value of a such
that the functions ¢ and f are indistinguishable on that interval given the
measurement precision. However, when continued to the lower half-plane,
the factor exp(iat) grows exponentially with —3(¢), and the two functions
eventually become measurably different.

There are ways to address this issue and devise methods of analytic
continuation that are more suitable for real world applications. Consider
the situation where f(z) is analytic in some simply connected region G and
continuous on its closure. (At this point it becomes useful to specify what is
meant under the term ‘region’. We define a region to be an open connected
subset of the complex plane. A simply connected region is a region without
any holes: any closed path in such a region can be contracted continuously
to a single point. Here we invoked the simple connectedness just for the sake
of simplicity.) For any zy € G the Cauchy’s integral formula yields

1 f(z)
f(zo)_ZWi/aGdzz—zo’ (1.28)
where we integrate over the boundary G of G in the counterclockwise
direction. This method allows us to continue from the boundary into the
whole region, and it is easy to see that it does not suffer from instabilities
such as those observed in the previous paragraph: if the function values on
the boundary are shifted from f(z) to f(z)+ A(z), the effect this has on the
value of f(zp) given by (1.28) is bounded from above by max.cgq |A(2)].
[When the boundary values change from f(z) to f(z) + A(z), the left hand
side of (1.28) changes from f(zp) to f(z0) + A(z0), where

Az) = — /aGdz Alz) (1.29)

2mi z—20

because the right hand side of (1.28) is linear in f. A simple manipulation

of the function to some larger set G’ O G, but in that case it is not guaranteed that the
continuation is unique. If there are two such continuations, one onto a set G; D G and
the other one onto a set G2 O G, then there might be points in Gi1 N G2 where the two
continuations differ. In other words, the analytic continuation is generally path dependent.
We will return to this issue later in the chapter, but for now we can ignore this possibility.
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then yields for its modulus |A(z)| the inequality

1 |A(2)]
/aG jdz| 12N (1.30)

= or |z — 20|

1 A(z)
Alz)] = | —
|A(20)] 51 o dzz o

We can parameterize the integration over the boundary by the angle ¢
formed by the intersection of the line from 2y to z and some fixed refer-
ence line passing through zp. Denoting |z — zg| = r(¢) we obtain

1 AR _ 1 pr o IA )]
e < g [l 2 = 5 [ r(e)as = T < ggém?;)

which demonstrates the stability of this method of continuation.]

The function continued by the formula (1.28) from the boundary values
is sometimes called the Cauchy transform. The stability of this method of
continuation is closely linked to another result concerning analytic functions,
the maximum modulus theorem. This theorem states® that the modulus of
an analytic function defined on a region GG assumes its maximum value on

the boundary 9G.

When one attempts to make use of formulas such as (1.28) in physical
applications, the following inconvenience may easily occur: one wishes to
consider a form of (1.28) where the region G is very large or unbounded.
(Unbounded regions are dealt with in the usual manner of considering a
suitable limit in which a bounded region is stretched to infinity.) In order to
apply (1.28) one then needs to know the values of f on distant parts of the
boundary, which can be a problem. However, there is an important class
of cases for which this issue disappears. These are when the modulus of f
decreases sufficiently fast so that the integral over the distant part of the
boundary is zero. We next limit our attention to these cases and derive the
so-called dispersion relations.

3The proof of this theorem is very simple if we assume validity of another key result
of complex analysis: the open mapping theorem, which states that non-constant analytic
functions map open sets onto open sets. Hence, if f is an analytic function defined on a
region G and f is not constant, then the set f(G) = {f(z) : z € G} is open, and this means
that for any point £ € f(G) there is an open ball B(&;r) = {o : |o — &| < r} (for some
r > 0) contained in f(G): B(&;r) C f(G). But B(§;r) contains points of larger modulus
than ¢, and since B(&;7) C f(G), so does f(G). This shows that there is no point £ in
f(G) such that |f(z)| < |¢] for all z € G. On the other hand, if f is continuous on the
closure of G then its modulus must assume its maximal value somewhere on it. If f is
not constant, the previous argument then implies that this maximal value of the modulus
must be assumed on the boundary 0G. When f is constant, the maximum modulus is
assumed everywhere, including the boundary, which concludes the proof. Observe that in
a similar way we can prove analogous statements for the real component of f instead of
the modulus, or for the imaginary component, or for the projection onto any fixed line.
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1.4 Causal transforms and dispersion relations

There are various ways to obtain dispersion relations. For now, we will
stick to the approach that, as we will see, corresponds to the condition that
g(t) = 0 for ¢t < 0. There is also the question of what class of functions or
distributions should we consider. We will need to require certain asymptotic
properties. Our main goal is to explore the elementary concepts and build
some intuition, so for now we will limit our attention to the relatively simple
case of functions that are square integrable.
A square integrable function g(t) satisfies

+oo
/ dt |g(D)2 = C, (1.32)

—00

for some finite constant C'. These functions can be Fourier transformed and
the Parseval’s theorem then states that the Fourier transform Flg](w) =
g(w) is also square integrable. Although in this chapter I try to state some
of the results precisely, I do not attempt to be mathematically rigorous
in their derivation (if derivations are offered at all). Under these relaxed
standards we can obtain the integral of |§|? as follows

[l = [dwdta’ [ofe)e] [o(e) e ]
= [at at 2t~ )gtt)gle)” =270 (133)

If g(t) also satisfies the primitive causality condition (1.27), then if we con-
sider a complex w = a + i3, and integrate over the line § = const > 0 in
the upper half-plane, we obtain

/ " do (o +iB)2 = / T / T 2wt — ) g(0)g(t) e ) < 2x,

> " " (1.34)
because for 8 > 0 the factor exp(—/3(t +t')) provides an additional suppres-
sion of the integrand. Hence, in this case the function §(a + i) is square
integrable when considered as a function of a with g fixed at any positive
value — in other words, it is square integrable along any line in the upper
half-plane and parallel to the real axis — and all such integrals satisfy a
common bound. Furthermore, it can be shown rigorously that g(w) is an-
alytic in the upper half-plane. Functions with these properties are called
causal transforms, and we will focus on them for the rest of this section.

To summarize, we consider a function f(z) that has the following prop-
erties:

e f(z) is analytic in the upper half-plane;

o f(z+1iy), when considered as a function of z, is square integrable for
any y > 0;
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-X +1Y

N

X +1Y

v
4

-X z=0 +X

Figure 1.3: An integration contour suitable for the application of the
Cauchy’s integral formula to square integrable functions analytic in the up-
per half-plane. Both X and Y are eventually send to +oc.

e there exists a common bound 27C such that [ dz|f(z +iy)|? < 27C
for any y > 0.

Note that the square integrability property implies
f(z +iy) — 0 when |z| — oo, (1.35)

for any y > 0.

We will now apply the Cauchy’s integral formula (1.28) with a suitably
chosen integration contour that will make it convenient to exploit these
properties. Fix a point zg = xg + iyg with yo > 0. Consider the following
rectangular contour of integration (depicted in Fig. 1.3): for some values of
X, Y both real and positive, start at the point —X, go along the real axis
to the point +X, then parallel to the imaginary axis to X 4 ¢Y, then along
the horizontal line to —X 4 7Y, and then vertically back to —X. The values
of X and Y must be chosen such that —X < zp < X and 0 < yg <Y, i.e.,
that the point zj is in the region enclosed by the contour of integration.

We now proceed in steps to consider the integral (1.28) consecutively
along each side of this rectangular contour. The integral from X to X + Y
can be expressed as

A f(X +iy)
27ri/0 y\/(X —20)2 + (y —y0)?’

and its modulus can be bounded by the following expression

1
20)2 + (y — o)
We now consider the behavior of this integral as we send X to the infinity.
For a fixed value Y the maximum maxo<y<y {|f(X +iy)|} of | f(2)| over the

L nax {I£(X + i) |}/ W

2 0<y<Y (1.36)
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right side of the rectangle goes to zero as X — oo, because of the prop-
erty (1.35). Furthermore, for large X the integral in (1.36) is approximately
equal? to Y/X, and this factor also vanishes with X — oco. Hence, in the
limit of X — oo the integral over the right side of the rectangle vanishes. By
an entirely similar argument, the integral over the left side of the rectangle
vanishes when we send — X — —o0.

Putting these two results together we see that

1 tee f(z)
g B e
1 —00 f(z+1iY)
2mi Loo dx(x +1iY) — (zo +iyo)’

f(xo+iyo) =

(1.37)

for any Y > yo. The second integral on the right-hand side corresponds to
the integration over the upper side of the rectangle whose left and right sides
were moved to the minus infinity and the plus infinity, respectively. We can
show that this integral vanishes using the Schwarz inequality, which yields

[ = 5;(5% - z'?;)— w0 [ el N

+o0 1 1/2
/_OO dx =2 (v = yO)Q} . (1.38)

Now, the first integral on the right hand side is bounded by 27C and the
second one equals 7/(Y — yo). [We can calculate this integral for instance
by closing the contour of integration using a large semicircle in one of the
half-planes and picking up the contribution of the pole that lies in that

half-plane.] This provides us with the bound
272C
<= 1.39
VY —w (1.39)

‘ /+ o0 f(x +1iY)
dx .
o (—=mo)+i(Y —yo)
which vanishes with ¥ — +o00. In fact, except for this integral no other
term in (1.37) depends on the value of Y, which means that the integral

<

X

4 Alternatively, we could also use the substitution /a2 + 32 = t — y, which leads to
dy _dt
[a? + y2 Tt

and evaluate the integral explicitly:

[ ot
o V(X —20)2+ (y — )

y=Y Y —yo + /(X — 20)2 + (Y — y0)?
=m .

y=0 —yo + /(X —z0)? + 3
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integration diregtion v

Figure 1.4: A natural way to deform the integration contour to avoid the
singularity at z = 2y as 2y approaches the real axis. For this to be valid
the integrand must be analytic not only in the upper half-plane but also
in some neighborhood below the real axis. While zy is still in the upper
half-plane the integrals over the original contour (that is, the real axis) and
the deformed contour are the same, because during the deformation the
contour did not cross any singularity. Hence, the integral over the deformed
contour defines an analytic continuation of the original integral (considered
as a function of zp) to zp on the real axis.

itself is also Y-independent. Thus it must be actually equal to zero for all
Y > yo.

Altogether, we have found that for functions f that satisfy the three
properties enumerated right above the equation (1.35) we can use the inte-
gral formula (1.28) to obtain

Floo) = = [ ap L@ (1.40)

2 J—oo T — 2

for any zg with positive imaginary part. This kind of equation is sometimes
also called a dispersion relation, but strictly speaking there is one aspect
still missing. To obtain full dispersion relations we need to move the point
zp from the upper half-plane to the real axis. This is not trivial because
in the original formula (1.28) the point zp must not lie on the boundary
of G. However, after we resolve the ensuing issues we obtain a formula of
great value. First of all, in physical applications we are often interested
primarily in real values of zy. But there is also another, less obvious utility
of that formula. What is now the denominator in (1.40) will become real,
and this, combined with the fact that the integration contour is the real
axis, will allow us to nicely separate the formula into its real and imaginary
components and it turns out that either one of those equations contains the
full information on the other one.

In the equation (1.40) the point zg lies in the upper half-plane. If we
kept the contour as it is and just moved 2y onto the real axis, the integral
on the right-hand side would become ill-defined because the denominator
would vanish for x = zy. A natural and very useful approach in situations
such as this one is to try to deform the contour of integration away from the
singularity of the integrand, as is depicted in Fig. 1.4. Unfortunately, in this
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specific case we cannot do so, because we do not assume that the function
f(2) is analytic below the real axis.

Nevertheless, since this kind of approach is of tremendous utility in high
energy physics let us now take a short detour and describe this technique a
little bit better. Consider a situation such as the one depicted in Fig. 1.4
but assume for now that the function f is analytic everywhere. That means
that there is only one singularity of the integrand f(z)/(z — zp) in (1.40):
the simple pole at z = zg. We start with zy in the upper half-plane, which
means that the integral is regular everywhere on the real axis, the original
contour of integration. Denote the value of the integral by I(zp). It is an
analytic function of zg that is well-defined for all zy with positive imaginary
part. For zp on the real axis, however, the integral (1.40) becomes ill-defined.
But just because the function I(zp), as given by (1.40), is defined only for
2o from the upper half-plane, we cannot exclude the option that I(zp) can
be analytically continued into a larger region. In fact, from the figure 1.4
it is easy to see how to think about such a continuation. With zy still in
the upper half-plane, the integral over the original contour — the real axis
— and the integral over the contour depicted by the thick line have the
same value. This is a consequence of the Cauchy’s theorem: the difference
between the two contours is the small half-disk protruding into the lower
half-plane and since the integrand is analytic on that half-disk, the integral
over its boundary vanishes. But the integral over this boundary equals the
difference between the integral over the original contour and the integral
over the deformed contour. So both the integrals give the same result while
zp is in the upper half-plane. However, when zg moves onto the real line, as
indicated in the figure by an arrow, the original integral becomes ill-defined,
but the second integral avoids the singularity and remains perfectly finite.
In this way we can explicitly define continuations of (1.40) as integrals over
deformed contours. As long as we can deform the contour away from all the
singularities, the integral remains finite.

There are a few ways in which the above procedure may fail. We will
now illustrate one such a case. Suppose that in addition to zg, which we now
consider as a parameter, there is also another singularity at the point z;. For
simplicity, let us assume that z; is a function of zp and that z; = z§. (The
star indicates complex conjugation.) Hence, the singularities at zp and z;
approach the real axis together, one from above the integration contour and
the other one from below. This is illustrated in Fig. 1.5. As the singularities
reach the real axis the integral becomes ill-defined and we would like to
deform the contour in a way that avoids both of them. However, this not
possible. Any deformation that avoids one of the singularities necessarily
crosses the other one. (For instance, if we tried to deform the contour to
avoid zg as we did in Fig. 1.4, we would cross the singularity at z1.) If this
happens we say that the integration contour is pinched by those singularities.

Pinches of integration contours are very important in the analysis of
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z=0 \[
T

z=2

Figure 1.5: An illustration of a pinch. The singularities at zy and z; move
towards each other and they meet near the integration contour, as indicated
by the arrows. We would like to deform the contour away from the singular-
ities, but there is no deformation that avoids both of them. For instance, we
could try to avoid the singularity at zg deforming the contour as was done
in Fig. 1.4, but in doing so we would cross the singularity at 2.

- X +1Y

N

X +1iY

AN

-X z=0 z=2 +X

Figure 1.6: An integration contour that is suitable for the derivation of
dispersion relations for square integrable functions. The values of X and Y
are taken to oco.

analytic properties of Feynman graphs and scattering amplitudes. In this
context they usually give rise to branch points. One can determine possible
locations of such pinches using the so-called Landau conditions. More in-
formation about these methods can be found for instance in [1], and we will
briefly return to this topic later in the section 2.5. (For some issues with the
treatment presented in [1] as well as in other standard references, see [6].)
Another important application of these techniques is in the Libby-Sterman
analysis of zero-mass singularities in Feynman graphs. This analysis identi-
fies regions with dominant contributions in the high-energy limit, which in
turn leads to factorization theorems. (For a textbook treatment of this and
other aspects of perturbative QCD, see [7].)

Let us now return to our main task, which is to derive a version of (1.40)
for real values of zy. If the function f was analytic in some neighborhood
below the real axis, we could just deform the contour to avoid the singular-
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ity®, but since we only assume that f is analytic in the upper half-plane we
need to devise a different approach. We proceed similarly as we did in the
derivation of (1.40) but instead of the contour depicted in Fig. 1.3, which is
suitable only when 3{zp} > 0, we modify the contour to accommodate for
the case of real zy. This modified contour is depicted in Fig. 1.6. Note that
this time the integral over the whole contour vanishes because the region
enclosed by it contains no singularities. Now, by the same argument as be-
fore, the integrals over the two vertical sides of the rectangle vanish in the
limit £X — 4o00. Our previous consideration of the integral over the upper
side of the rectangle also remains valid: in the limit |X| — oo this integral
vanishes (for any Y > 0).

Hence, altogether we find that the integral over the bottom part of the
contour of integration, depicted in Fig. 1.7, is zero. We will now divide this
contour into two parts and consider the corresponding integrals separately.
The first part is the integral over the semicircle S(¢) that lies in the upper
half-plane and goes from zg — € to xg + €. When we express this integral in
terms of the angular variable ¢ defined by the substitution z = zg+eexp(i¢),
we obtain

1'/S(E)dz f(20) —1_/7r0d(x0+€ei¢)w

2mi z—x0 2mi €el®

—1/7qu§f(x0+eei¢), (1.41)
™ Jo

for any € > 0. We now take the limit ¢ — 0, which allows us to use the
continuity of f(z) in the upper half-plane® to get

lim i dz f(z0) = lim / do f(xo + €e®) = —%f(a:o). (1.42)

=0t 2T JS(e) 2 — g 27T e—0+

®We could just rewrite (1.40) as

flzo) = L lim b dx&

]
27 esot J_ X — X0 — i€

and using the contour deformation as in Fig. 1.4 we would in effect obtain the distribution-
theoretic identity

lim -
e—0t T — 1€

which then leads to the final result

=P (%) +imd(x),

o) = yiGan) + P [ s

We will discuss this later in this and the next section.

6 Actually, we need f to be continuous on the closure of the upper half-plane, that is,
on the union of the upper half-plane and the real axis. We did not specify this explicitly,
but have assumed it throughout this section. Note that the functions specified around the
equations (1.32)-(1.34) satisfy this property.
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The other part of the integral is

ot ([ e [ ) 50 149

Taking the limit ¢ — 0 then gives

1y /+OC> FAAC) (1.44)

2mi Joso  x— 0

where the symbol P in front of the integral denotes the so-called Cauchy’s
principal value. This can be nicely defined in distribution-theoretic terms,
but it is also appropriate to think of it simply as the limit ¢ — 0T of the
previous equation: we integrate over the whole integration region except
that we skip a small interval around the pole, and consider the limit when
this interval contracts to length zero.

Combining our results we obtain

+oo
- — 14
fxo +27T27)/ ZL‘—J}Q (1.45)
or, in a nicer form,
1 too
flzo) = .—73/ iGN (1.46)
T ) T — X

We can see that both the integral measure and the denominator of the inte-
grand are real. As promised earlier, this allows us to conveniently separate
the real and imaginary part of this equation. Taking the real part yields

+00
R f (o)} 77/ dp @)} (1.47)
T — X0
Taking instead the imaginary part leads to
Ly (e ®{f(=)}
S - _ = TUAT
S{f(w0)} = WP/_OO do— 0 (1.48)

The equations (1.47) and (1.48) are the dispersion relations that we were
looking for. As a consequence of the factor of 7 in the equation (1.46) they
relate the real part of f to its imaginary part.

1.5 Sokhotski-Plemelj identities

Before we continue our discussion of dispersion relations and causal trans-
forms let us take a closer look at a useful mathematical result that we
encountered.
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Figure 1.7: Taking the limit | X| — oo with the contour depicted in Fig. 1.6
we find that the integral over the contour depicted here is zero. The contour
starts on the real axis at —oo and goes along the axis to the point xy — e.
Then it describes a semicircle of radius € in the upper half-plane and returns
to the real axis at the point g + €. It continues along the real axis all the
way to +00. The value of € is arbitrary positive.

In the previous section we considered the integral of f(z)/(z—zp), where
f(2) was a function analytic in the upper half-plane (and continuous on its
closure), over the contour depicted in Fig. 1.7. We showed how to decompose
this integral into two parts: one which corresponds to the principal value
of that integral and the other one — stemming from the integral over the
small semicircle — that contributes the value — f(x0)/2. We can depict this
schematically as in Fig. 1.8. That picture attempts to convey the following
reasoning. The leftmost diagram corresponds to the integration over the real
axis, with the black dot depicting the position of the pole of the integrand
just below the real axis. That is, the denominator is of the form z — (z¢ —i¢),
where € is a small positive quantity. What we are really interested in is
the limit ¢ — 0. Since the integrand is assumed to be analytic in the
upper half-plane, we are allowed to deform the contour so that it avoids
the pole at zyp = xyp — i€ as € is taken to zero. This is depicted in the
middle diagram. The rightmost diagram then shows the decomposition of
this deformed contour into two parts, exactly as in the previous section.
The first term corresponds to the principal value, while the second term
contributes with half the residue multiplied by —27i. [It is half the residue
because we integrate over a semicircle rather than the full circle. We multiply
by —2mi because we integrate in the clockwise direction. In the previous
section we demonstrated that this is correct by an explicit calculation.] If
we interpret this result as the distribution 1/(x — (z¢ — i€)) acting on a test
function f(z) we obtain

m — = P ins(z — o), (1.49)

e—0t T —x9+1€ T — 29

where we have assumed that f(x) is the boundary value of a function analytic
in the upper half-plane.

If, on the other hand, we assume that f(x) is the boundary value of
a function analytic in the lower half-plane, we may consider a schematic
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e = D = e A

Figure 1.8: A schematic corresponding to the Sokhotski-Plemelj identity for
a function analytic in the upper half-plane.

~
[ ]

Figure 1.9: A schematic corresponding to the Sokhotski-Plemelj identity for
a function analytic in the lower half-plane.

depicted in Fig. 1.9, and this corresponds to the equation

1 P
li = imd(x — x0). 1.50
e—1>%l+:c—x0—ie x—:c0+m (z = o) ( )

The sign in front of the delta function has been reversed because now the
semicircle around the pole is traversed in the counterclockwise direction.
These two results are called Sokhotski-Plemelj identities and can be derived
by distribution theoretic-methods without explicit restrictions on the ana-
lyticity of test functions. (See, e.g., [3].)

We close this section by providing a simple, less rigorous derivation.
Assuming that both terms on the right hand side are well-defined, we can

write ]
1€

lim = lim (1.51)

e—0tT T £ 1€ 0+ 22 + €2 ™ e—1>I(I)1Jr 22 + €2’
When considered as a function of z, the first term on the right hand side
equals 1/x for z # 0 and 0 for x = 0. When considered as a distribution,
it can be shown to correspond to P/x. The second term, when considered
simply as a function, is zero everywhere except for x = 0 where it diverges.
However, for any € > 0 we have

€ 1 +oo
/dﬂ?m = /dyy2_|_1 = [a‘rCtan(y)]—OO =, (152)

so as a distribution the second term corresponds to Fimd(x). Altogether,
we have obtained

lim L 7 Fimd(x). (1.53)

e—0+ x £ i€ T

1.6 Hilbert transforms

We now return to our discussion of dispersion relations (1.47) and (1.48).

In this section we will show that either one of them implies the other.
Before we proceed, however, let us first mention several other results,

which we will prove useful in our investigation of dispersion relations.
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Recall, first, the very useful expression for the Heaviside step func-
tion 6(t), which is defined in (1.20), in terms of its Fourier transform:

1 +o00 —iwt
o(t) = lim / dw= (1.54)

e—0t+ =271 J _oo W+ e’

To prove the validity of this formula, consider separately the cases of the
positive ¢t and of the negative t. First, if ¢ < 0 we can close the contour
of integration using a large semicircle in the upper half-plane. In the limit
of the infinitely large semicircle the integral over this semicircle vanishes.
Then, as a consequence of the fact that the integrand is analytic in the
upper half-plane, it follows that for ¢ < 0 the integral is zero. If, on the
other hand, ¢ > 0, we are forced to close the contour in the lower half-plane
and pick up the contribution of the residue at w = —ie. The value of the
integral is therefore —27¢, which shows that the right hand side equals 1 for
t > 0, completing our proof of (1.54). Using our earlier notation, we may
write (1.54) also as

1

w + 1€

O(t) = iF 1 [ } (t), (1.55)
where on the right hand side it is now implicitly assumed that we are con-
sidering the limit ¢ — 0. (Note also that 6(—t) = —iF ! { L } (t).)

w—te

It will be convenient to explicitly consider also the function €(t), defined

by
—1 ift<0
t) = ’ 1.56
) {+1 if £ > 0. (1.56)

Using (1.55) and the Sokhotski-Plemelj identities (1.53) we can write

w + i€
1
- (-J—l [ | ] (t)) Y H ). (1.57)
w — i€
More explicitly, this reads
7 +o00 e—iwt
e(t) = ;P/_OO do®—. (1.58)

We can verify this equation with the help of contour integration. We consider
the original contour as going from —oo to —e and then from +€ to +oo (and
eventually we take the limit ¢ — 01). If ¢ > 0, we close the contour by
two circular paths: a large semicircle in the lower half-plane, and a small
semicircle from —e to +e€, also in the lower half-plane (see Fig. 1.10). The
overall integral is zero, as well as the integral over the large semicircle. The
integral of exp(—iwt)/w over the small semicircle, in the limit e — 0, is equal
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—R —€ w=0 +e +R

Figure 1.10: An integration contour that can be used to verify the validity
of (1.58) for t > 0. The integral over the whole contour is zero for all
0 < € < R. The correspondence with (1.58) is obtained in the limit R — oo
and € — 07, In this limit the integral over the horizontal segments is equal
to the integral (1.58), the integral over the large semicircle vanishes, and the
integral over the small semicircle contributes 27i times half the residue.

to mi. This means that the integral over the original contour equals —mi,
and the right hand side of (1.58) is indeed +1 for ¢t > 0. For ¢ < 0 we use a
similar argument, but with semicircles in the upper half-plane.

We will also need to use the well-known results regarding Fourier trans-
forms of products and convolutions. In their core, these results state that
products are transformed into convolutions and convolutions into products,
but there are additional factors of 2z, which complicate this issue. In partic-
ular, they depend on the definition of the Fourier transform. We used (1.3),
but some definitions contain an extra factor of (27)~1/2 or (2m)~!. Let us
therefore state these results explicitly. Earlier, we have already derived the
result (1.25) for the Fourier transform of a convolution

Flaxb] = Fla] F[b]. (1.59)

This implies
Fllab] = F ]« F (bl (1.60)

where we employed our usual notation F[f(t)](w) = f(w). For the inverse
Fourier transform of a convolution we find

Fax] ) =5 [t @ hwre
= ;ﬂ/dw/dw’ [&(w —w’)e*i(w*w,)t} [B(w’)e*wlt}

= or [ L [0 fawpe ] [i(ue ] = 2mF " fal (1) 7 [I] ((t). |
1.61
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And finally, applying F to both sides of (1.61) we get
1
Fab] = %}"[a] « F [b]. (1.62)

Now we are ready to turn our attention to the dispersion relations (1.47)

T g O

T —1x0

and (1.48)

S{f(z0)} = —%P /;OO dxgi{{(ii}.

Notice that these equations have the form of a convolution of P/x with
R{f(z)} or S{f(x)}. For instance, starting from (1.47) we can write

p/+°° ${f(x)} _I{P

ro— X ™ LZo

R (w0)) [t @)
where we have written the denominator x — ¢ as —(xzo — ) to obtain a form
directly corresponding to convolution. Applying now the inverse Fourier
transform and using (1.61) we find

P

To

F R @) = -2t |
and, by the virtue of (1.57), this reads

TR (@) = ie()F T S{FH (@), (1.65)

This equation is the inverse Fourier transform of the dispersion relation (1.47).
Note, however, that €(t)2 = 1. [We are interested only in the properties of

€(t)? as a distribution, which means that we do not care about its value at

t = 0, which is a set of measure zero.] Hence, multiplying by €(¢) both sides

of the equation (1.65), we find that

THS{A @) = —ie)F T R{SY] (#)- (1.66)

This equation, in turn, is the inverse Fourier transform of the dispersion
relation (1.48), as we will now show. We apply F to both sides of (1.66)
and use (1.62) to obtain

(S} = o F [+ R} (1.67)

But (1.57) implies that F [¢] (w) = 2iP/w, and we recover (1.48).
In a similar way, one can start from the dispersion relation (1.48) and
using the same methods derive the dispersion relation (1.47). Hence, we
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have shown that either one of those dispersion relations implies the other
one. The proof relied on the application of the inverse Fourier transformation
to those equations, leading to their counterparts (1.65) and (1.66), for which
the equivalence is apparent. [One could say that we have transformed the
problem from a momentum representation to a coordinate representation.
This kind of a change of representation is often helpful. A result that seems
puzzling in one representation may become more transparent in another.]

Notice that nowhere in our derivation of the equivalence of the dispersion
relations (1.47) and (1.48) have we relied on the fact that R{f} and 3{f}
are the real and imaginary parts of the same function. The result is in fact
quite general, and the equations (1.47) and (1.48) are just an instance of
so-called Hilbert transforms. The Hilbert transform of a function a(w) is
defined as its convolution with P/(7ww)

H[a] () = %P/dw’ “(i"z,, (1.68)

w

and, as we have shown in this section, its inverse H~! is provided by the
convolution with —P/(7w)

H D) (w) = —iP/dw’b(w/),. (1.69)

W —w

The dispersion relations (1.47) and (1.48) therefore state that S{f} is the
Hilbert transform of R{f}.

1.7 Titchmarsh’s theorem

In the previous section we applied the inverse Fourier transform to the dis-
persion relations (1.47) and (1.48) to obtain the equations (1.65)

FLHRU @) = ie®)FHS{F (1),

and (1.66)
FUS{ () = —ie(®)F [R{F (1),

respectively. This allowed us to see that the two equations are in fact equiv-
alent.

If we also use the fact that #{f} and S{f} are the real and imaginary
parts of the same function f, we can use (1.65) and (1.66) to show that
F~1[f] satisfies the primitive causality condition (1.27). For instance, using
(1.65) we may write

FA® =F RN @) +iFHS{ @)
=i(e(t) + 1) FHS{FN (8) = 20(t) FHS{F (¢). (1.70)
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Similarly, we can use (1.66) and find

FHA@) =200 F~HR{FH @), (1.71)

In either case, we see that F~1[f](t) = 0 for t < 0.

Let us summarize what we have found so far in this and previous sections.
We started from a square integrable function g(¢) that satisfied the primitive
causality condition (1.27). We argued that this implied that its Fourier
transform §(w) was a boundary value of a function analytic in the upper
half-plane and square integrable along any line parallel to the real axis lying
in the upper half-plane. This, in turn, implied that §(w) satisfied dispersion
relations (1.47) and (1.48). And now we have shown that these dispersion
relations imply that g = F~![g] satisfies the primitive causality condition.
This means that we have returned full circle to the original starting point
of the argument.”

If stated and proven more rigorously this collection of results corresponds
to what is known among physicists as the Titchmarsh’s theorem (see [8],
pages 125-129):

Theorem 1 (Titchmarsh’s theorem) Let § : R — R be a square inte-
grable function. The following statements are equivalent:

1. The inverse Fourier transform g(t) = F~'[g)(t) satisfies the condition

g(t)=0 if t<0.

2. There exists a constant C > 0 and o function G : C — C analytic in
the upper half-plane, such that

+oo
/ dw |G(w+in)|? < C, for any n >0,

—00

and G satisfies

lim G(w+in) = g(w)
n—0+

for almost all w.

3. The function § satisfies

R{g 79/ d"‘{g )b

w —w

"To connect this to our brief discussion of Hilbert transforms, these results also show
that for any square integrable real function a(z), the complex function f(z) = a(x) +
iH[a](x) is the boundary value of a function f(z) analytic in the upper half-plane and
square integrable along any line parallel to the real axis (in the upper half-plane).
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4. The function § satisfies
R{g(w)}

g =P [
Hg(w)} = —— W ——=
g T J_oso w—w

In other words, during our investigation of square integrable functions
of a single real variable we learned that for such functions the primitive
causality condition (1.27)

g(t)=0if t <0,

is equivalent to the property that the Fourier transform g(w) = Flg](w)
is the boundary value of a function analytic in the upper half-plane that
satisfies certain boundedness properties. Furthermore, it is also equivalent
to §(w) satisfying either one of the dispersion relations (1.47) and (1.48).

This concludes our introduction of the link between the causality and
analyticity. The restriction to square integrable functions of a single variable
is, however, quite significant and it is not at all straightforward to connect
the results that have been presented so far to applications in non-relativistic
quantum mechanics and quantum field theory. We will concern ourselves
with those issues in the next chapter. The rest of the present chapter will
instead be devoted to a brief discussion of several disconnected topics in the
elementary dispersion theory.

1.8 Propagation of light in a medium

In this section we shall remain in the context of classical physics and briefly
discuss some aspects of the propagation of light in a dielectric medium. It
was in this context that the first known dispersion relation was recognized
and it would be shame if we did not at least mention it here. There are
also other reasons to consider this case. First of all, some of the terminology
traces its origin to the propagation of light in a medium. Second, we will
encounter a simple generalization of the primitive causality condition (1.27)
and a common technique that will allow us to use Titchmarsh’s theorem to
obtain analyticity of § even if that function may not be square integrable.
And lastly, we will be able to present a very intuitive argument for why the
condition of causality demands that the real and imaginary parts of § be
not independent.

A full treatment of this topic, although entirely within our reach, would
take us too far from our main line of interest. For this reason I will just
state the parts relevant to our exposition and skip most of the details and
derivations. A proper textbook treatment can be found in sections 1.4, 1.5,
1.9 and 1.10 of [3], the notation of which we are going to more or less follow.
(A very condensed review of this topic can be also found in [4].)
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Figure 1.11: A thick layer of a dielectric material is positioned horizontally.
The thickness of the slab is 9. A monochromatic plane wave travels along
the z-axis vertically and approaches the material form below. We measure
the incident electric field i, at the point A and the outgoing electric field
FEoyut at the point B.

1o

Consider a monochromatic plane wave propagating in the z-direction. If
the light propagates in the vacuum the electric field satisfies

E(z,t) = E(0,0)ei(kz—wt) _ E(0,0)eiw(z/c_t)_

In this section we can interpret F as either corresponding to the vector
of the electric field or to any of its components. As usually, the symbols
k and w represent the angular wave number and the angular frequency,
respectively. In this formalism, in order to ensure that the field is real,
we would need to actually consider frequencies w and —w always together
in a superposition E(0,0)e®(#/c=t) 4+ F(0,0)*e!=)(z/c=Y) but to simplify
notation we will usually consider complex fields here.

To describe the propagation in a dielectric medium we need to introduce
the complex refractive index n’ and write

E(z1) = E(0,0)ei“(z%%). (1.72)

The real part of n’ is the real refractive index n that determines the phase
velocity of the wave. The imaginary part corresponds to the absorption and
scattering of the wave. If we define

cp

f = ) — 1.73
n n+12w, ( )

the equation (1.72) becomes

E(z,t) = E(0,0)e“(=2 )= F (1.74)

The quantity  is therefore called the eztinction coefficient. (The intensity
decreases in proportion to exp(—/5z).)

Consider now the following arrangement (see Fig. 1.11). A thin layer of

a dielectric medium is placed perpendicularly to the z-axis. Let us denote

its width by 6. The layer extends from z = 0 to z = § and the plane wave

travels in the empty space in the z-direction from the region of negative z
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until it reaches the front face of the slab. Denote the value of the electric field
at z =0 and time t by Fi,(t). The plane wave then propagates through the
medium and exits the slab at z = §. Let us denote the value of the electric
field at z = § and time ¢ by Eoyt(t). In the terminology of the section 1.2 Ejy
is the input and FE,yu(t) the output of the system. The primitive causality
condition (1.27) would then correspond to us demanding that if E,(t) =0
for t < 0 then also Eyu(t) = 0 for t < 0. (Note that the system is time
translation invariant, so we are free to single out the time ¢ = 0 in the
statement of the causality condition.) However, the present system is an
example of when the primitive causality condition is not fully appropriate.
No signal can travel from one side of the layer to the other with velocity
greater than the speed of light ¢. A stronger condition therefore applies:
Ein(t) =0 for t < 0 implies that Eou(t) =0 for ¢ < d/c. If we write

+o0o
Eout () = / dt'g(t — ') Em(t'), (1.75)
this condition reads
g(t) =0 for t <d/ec. (1.76)

A condition of this kind, that no signal can propagate faster than the speed
of light, is sometimes called the relativistic causality condition.

Let us now introduce a simple method that is often very helpful. When
we stated the Titchmarsh’s theorem the notation indicated that the function
whose properties the theorem determined was a Green’s function g. That
is certainly how we often want to use it, but the theorem is applicable to
any square integrable function that satisfies the causality condition. In the
present case of the propagation of light we have not provided any argument
for why the function g of (1.75) should be square integrable. We only know
that it satisfies (1.76) and therefore also the (weaker) primitive causality
condition (1.27). This is, however, already enough for us to be able to employ
the Titchmarsh’s theorem and say something useful about the analyticity
properties of g.

The argument goes as follows. Although we do not know if g is square
integrable, we certainly can arrange for the incoming wave to be such that
Ein(t) is square integrable, and that Ei,(t) = 0 for t < 0.8 We can also use
the conservation of energy to argue that

“+00 —+o0o

Eou (1)? < / Ein (1),

—00 — 00

8Strictly speaking, for a monochromatic plane wave we cannot arrange either of those
things. A plane wave is not localizable in space or time, and |Ein(t)| = const for such a
wave. Hence, neither the condition of causality nor the condition of square integrability
can be satisfied by such Ein(t). What we really have in mind, however, is a suitable
superposition of plane waves: a wave packet that occupies a restricted region in space and
time, and which can satisfy both the conditions. We rely on the linearity of the system
when passing back and forth between the consideration of monochromatic plane waves
and that of localizable wave packets.
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which means that if all the components of Ej, are square integrable so
are those of Eqy. Furthermore, the causality condition implies that also
Eout(t) = 0 for t < 0. Hence, both Ei, and Eoy, satisfy the conditions of
Titchmarsh’s theorem and both are therefore boundary values of functions
analytic in the upper half-plane. Now, the equation (1.75) implies

Eout(w) = g(w) Ein(w), (1.77)

for w real. This allows us to define § in the upper half-plane as Eou / Fin,
where Eoy, Fin now stand for the continuations of those functions into the
upper half-plane. One can see that § so defined is analytic in the upper
half-plane except possibly for the points where Ej, has zeros. [Note, how-
ever, that we may consider various different functions Fiy, so in general the
possibility of such poles can be excluded.]

Let us now describe the relation between Ei,(t) and Egy(t) in terms of
n’(w). The propagation of light equation (1.72) implies that for a monochro-
matic wave we have

)

Eout(t) = Ein(t)e™" ¢, (1.78)
which means that § of (1.77) is related to n’ by”

14

G(w) =e“me, (1.79)

where n/ is a function of w. The relativistic causality condition (1.76) then
implies that

Gw)=e“m'e = [ at g(t)e™, (1.80)
d/c
or, in other words,
piw(n' (@) =12 _ / dt g(t + 6/c)e™. (1.81)
0

We already know that the left-hand side is analytic in the upper half-plane
of w, but this equation allows us to proceed even further. If the medium is an
insulator, it is possible to show (see [3]) that n’(w) —1 is a causal transform.
We can therefore formulate dispersion relations (1.47) and (1.48) for n’ — 1.
In particular, using 3{n’} = ¢f/2w, we may write (1.47) as

n—l=_—p /+OO do’ Blw) (1.82)

2 Jioo W W —w’

9This may seem slightly confusing. We formulated the equation of the propagation
of light (1.72) for monochromatic waves only, which means that Ei,(t) and FEou(t) of
that equation are inverse Fourier transforms of functions Ein (w") and Eout (w’) which are
proportional to the delta function §(w’ — w). That explains why §(w) can be extracted
from (1.78) directly as the ratio Fout(t)/Ein(t).
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If we further use the reality condition n’'(—w) = n/(w)*, which implies that
B(—w) = B(w), we can write this dispersion relation in the form

Bw")

w2 — w2’

Is [e.e]
n—1= —73/ dw’ (1.83)
m 0

This equation is known as the Kramers—Kronig relation, after Ralph Kronig
and Hendrik A. Kramers, who derived this equation independently in 1926
and 1927. Historically, it was the first known dispersion relation and the
name ‘dispersion relations’ originates from this context. Furthermore, the
real part of g is often called the refractive part, and the imaginary part is
called the absorptive part, in reference to the physical interpretation of the
real and imaginary parts of n’.1°

We close this section by introducing an intuitive argument for why
causality implies that there must be some relation between the imaginary
and real parts of n’(w). For the argument’s sake, suppose that the refrac-
tive and absorptive part of n’ — 1 are completely independent and imagine
that we could design a material that has the real refractive index n equal
to 1 for all w, and the extinction coefficient f(w) such that the material
is fully transparent for almost all w except for a very small interval of fre-
quencies near some wy, where 8 sharply becomes very large. That is, sup-
pose that the extinction coefficient corresponds roughly to a delta function,
B(w) =~ d(w — wp). Such a material would let nearly all frequencies pass un-
touched, except for essentially an infinitesimal interval of frequencies near
wp, which would instead be completely removed from the incoming wave.

The causality requires that if a localized wave packet of light travels
towards the material, the outgoing wave does not appear until the in-
cident wave packet reaches the material: FEoy(t) = 0 at least as long
as Ein(t) = 0. As we will now explain, the material described in the
previous paragraph would violate this condition. A monochromatic plane
wave of angular frequency w moving in the z-direction has electric field
E(z,t) = E,expliw(z/c —t)} where E, is a complex constant. At this
point it will be better to consider real plane waves, in which case we con-
sider a suitable superposition of plane waves of angular frequencies w and
—w and obtain

E(z,t) = A sin(w(z/c—1t) + a), (1.84)

where A and « are now some real constants. Therefore, we cannot localize
such a wave: it is almost everywhere almost all the time. To obtain a wave
packet that is localized in some restricted region we must consider a suit-
able superposition of such plane waves that cancel each other everywhere

0The term absorptive part is nevertheless very fitting in many applications in quantum
physics, where § often corresponds to the scattering amplitude. The imaginary part of the
scattering amplitude is related to the total cross section by the optical theorem — both
in quantum scattering theory and in optics.



1.9. SUBTRACTIONS 35

except for that restricted region. Now, if the incident wave is such a local-
ized wave packet, the field Ej,(t), which is measured at the front face of the
slab, remains zero until the wave packet arrives. The outgoing wave, mea-
sured at the other side of the slab is determined by applying (1.78) to each
monochromatic component of the incoming wave separately. But in the case
of our imagined material this would correspond to leaving the incoming wave
unchanged except for removing frequencies that are infinitesimally near to
wp. This roughly corresponds to removing a plane wave of the form (1.84)
at the frequency wy from that wave packet, and that is the same as adding
minus that monochromatic wave to the incoming wave packet. But since
the incoming wave packet is localized, once we add a monochromatic wave
to it the resulting superposition cannot be localized: everywhere except for
the region to which the original wave packet was restricted the resulting
superposition is of the form (1.84). The outgoing wave would manifestly
violate causality.

We can therefore see why dispersion relations, such as the Kramers—
Kronig relation (1.83), are necessary. If we remove or suppress some com-
ponents in a localized wave packet — which is governed by the function
f(w) — we must adjust the phases of the remaining components — this is
governed by n(w) — to ensure a suitable cancellation in distant regions and
make the resulting wave packet localized.

1.9 Subtractions

There is an important technical issue that needs to be discussed, and that
is the topic of subtracted dispersion relations. As we have already men-
tioned on several occasions, not every analytic function satisfies dispersion
relations. In order for us to be able to write down dispersion relations for a
function, in addition to being analytic that function must also satisfy certain
asymptotic properties. This was suggested already by the formulation of the
Titchmarsh’s theorem where the requirement for § to be a causal transform
was not only that g(w + in) be an analytic function of w + in, but also that
when considered as a function of w, the function §(w + in) must be square
integrable for any fixed value of n > 0. Furthermore, we also saw that there
must exist a common constant C' that provides an upper bound for integrals
[ dw|g(w + in)|? for all values of n > 0.

Although the Titchmarsh’s theorem does not correspond to the most
general situation that we need to consider, asymptotic properties of § con-
tinue to play an important role also in those more general circumstances.
One often encounters the situation in which g is a function of several complex
variables, is analytic in a certain region, and can be bounded by a polyno-
mial. To formulate for it some kind of a dispersion relation we need to make
sure that the part of the integral that goes over the distant boundary van-
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ishes. Because of that, we cannot directly formulate dispersion relation for
g of polynomial growth, and must proceed in a more subtle way by consid-
ering a suitable function that is related to g but has appropriate asymptotic
properties. In fact, we have already encountered an example of this when
we stated the Kramers-Kronig relation (1.83), which was formulated for
n' — 1 instead of n’. This is because for large values |w| the complex re-
fractive index n’ approaches the value 1, which means that n’ is not square
integrable. To obtain a causal transform we needed to subtract from it the
constant 1. This illustrates the general case: to obtain dispersion relations
we might need to carry out steps that result in so-called subtractions. As
far as I know, this is an entirely technical issue, without deeper physical
or mathematical consequences, so I am not going to discuss it in any great
detail. Instead, I will simply present two different methods of how can one
think about subtractions. In both cases I will limit my consideration to a
function f of a single complex variable z that is O(|z|") for large |z| and
some integer n > 0.!1

Let us now describe the first approach. Suppose that f(z) = O(|z|"*) for
some n > 0. Then, for any polynomial P(z) of order n + 1 or higher the
function f(z)/P(z) is O(|z|~!). This introduces new poles so we usually do
not want to apply the Titchmarsh’s theorem for square integrable functions.
Instead, we can obtain dispersion relations by simply closing the integration
contour using a large semicircle in the upper half-plane or by some other
suitable path. The integrand f(z)/[(z — 20)P(z)] is now O(|z|~2), so the
integral over the distant boundary vanishes. For our applications we usually
need P(z) to be real on the real axis and to not have any zeros there. This
implies that zeros of P are placed symmetrically with respect to complex
conjugation, both above and below the real axis. The integral over the
whole closed contour does in general not vanish, because the integrand is
not analytic in the enclosed region, which normally contains both the pole
at z = 29 and some of the poles that are located at zeros of P(z). For each
zero of P(z) that is inside the integration contour we pick up a contribution
from its residue. Note that if a; is a simple zero of P(z) then we can write

P(2) _ dP(z)
z—a; dz

Z=a;

Hence, if all the zeros of P(z) are simple then the residue theorem says that
the integral of f(z)/[(z — z0)P(z)] over the contour closed by an infinitely

" Recall that in this context f(z) = O(g(z)) means that the modulus of f grows at most
as fast as that of g for large |z|. More precisely, it means that there exists a constant C'
such that

HET
l9(2)]

for all large enough |z].
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large semicircle in the upper half-plane equals

| fz0) | & f(aq)
21 P(20) +az_:1( —Zo)d}d)gZ)’Z:ai ' (1.85)

where we assumed that zp is in the upper half-plane (otherwise the first
term would be absent) and where we denoted the zeros of P(z) in the upper
half-plane by ay, ..., ax. The sum over the zeros of P(z) corresponds to the
subtractions. Note that each subtraction depends on the value of f(z) at
some zero a; of P(z). We will see a simple case of this method later in the
section 5.5, where we will discuss the spectral representation of the photon
propagator.

The other method that we are going to consider in this section is much
less general but avoids the explicit introduction of new poles and can be
used in conjunction with the Titchmarsh’s theorem. It is, however, appli-
cable only if the boundary value f(x) of f(z) on the real axis is sufficiently
differentiable.

Let us consider the case when f(z) = O(1) for large |z|. Then we cannot
assume that the function is square integrable. We can, however, work with
the function f(z)/(z — x¢), for some real constant xy. This function has
already suitable asymptotic properties, but now the problem is its pole at
z = xg. To deal with this issue, we can consider yet another function

fl(z) _ f(Z) - f(IL'(])’ (186)

Z— X

which is regular at z = xo where it assumes the value fi(z¢) = df (x¢)/dz.
The function fi(x) is therefore square integrable. Unfortunately, that does
not automatically mean that f(z) is a causal transform, but putting in some
more work'? one can show that when the function f corresponds to a Green’s
function satisfying the primitive causality condition then f; in fact really is
a causal transform. We can then formulate dispersion relations for f;, and
from those one can obtain the dispersion relation for f of the form

f(@) = f(zo) + x_mop/m da’ I)_f(xo). (1.87)

o I —x ' — xg

The first term on the right hand side is the subtraction term. In this case it
is the value of f(x) at x = xp. Accordingly, this kind of dispersion relation
is called once subtracted dispersion relation. If the function f had worse
asymptotic properties than O(1) one could proceed similarly to regularize
the function f(z)/(z — x¢)™ for some suitably large n and obtain dispersion

12Tt is not completely straightforward to obtain these results. One can find the detailed
argument in the section 1.7 of [3].
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relations with n subtractions. Details of this procedure can be found for
instance in the section 1.7 of [3].

In general, each subtraction adds one free parameter to the dispersion
relation: we need to provide the value of the function f or its derivatives
at some fixed point. For this reason it is often best to use dispersion rela-
tions with the lowest possible number of subtractions. Nevertheless, there
are some cases when one might prefer to proceed differently. As we add
subtractions, we trade the number of free parameters for better asymptotic
properties. Sometimes this is an advantageous trade-off. For instance, in
phenomenological applications when high energy data are imprecise or miss-
ing it may be helpful to use the extra powers of 1/(w —wp) in the dispersion
integral to suppress contributions from higher energies — which correspond
to high values of w — even if that means that one must supply values of f
at some additional low energy subtraction points.



Chapter 2

Analyticity in quantum
theory

We will now proceed to discuss the relation between causality and analyticity
in quantum mechanics and quantum field theory. This is a large subject,
which is not even completely understood, and we will not attempt to address
it fully. Instead, our aim will only be to present a rough overview of the topic,
and provide some basic understanding and hints of how the material that
has been presented so far applies to the cases of non-relativistic quantum
mechanics and relativistic quantum field theory. We will also introduce some
of the foundational results that will be needed later.

2.1 Quantum scattering and causality

The paradigmatic setup in which the relation between causality and ana-
lyticity is studied in quantum theory is that of a scattering system. Let us
illustrate this on a simple example provided by the scattering of a classical
scalar field ¢(x,t) by a spherically symmetric potential V(r). We consider
the case of a finite-range potential. This means that we assume that there
is some finite radius @ > 0 beyond which the potential vanishes,

V(r)=0 for r > a. (2.1)

This is sometimes described by saying that the interaction is local, because
the field ‘feels’ the scatterer only when it is less than distance a away from its

39



40 CHAPTER 2. ANALYTICITY IN QUANTUM THEORY

center.! We suppose that for 7 > 0 the field satisfies the free wave equation
b= V%, (2.2)

with v standing for the velocity of the field propagation. To make use of
the spherical symmetry of the potential we decompose the solution into
spherical harmonics. The simplest such a component is of course the s-
wave component, which is proportional to the spherical harmonic of angular
momentum 0. This solution is therefore spherically symmetric, ¢(x,t) =
¢(r,t). Recalling that in spherical coordinates the Laplacian is

2 2
V2:i§ﬁr+@§9sin9§9+@;}2, (2.3)
we see that the free wave equation (2.2) applied to an s-wave reads
2] botrl = [2] potrn). 2
Outside the scatterer, for r > a, the general s-wave solution is therefore
o(r,t) = % / ™k [A(k)e*D 4 B(k)etttr=1]. (2.5)

Here the first term corresponds to the incoming wave and the second term to
the outgoing wave.2 When focusing our attention only the region r > a the
coefficient functions A(k) and B(k) might seem to be independent. In gen-
eral, however, they are not, because the solution (2.5) of the equation (2.2)
applies only in the region r > a and must be connected to an appropriate
solution for » < a. The solution for r < a satisfies the analog of the free
wave equation (2.2) for non-zero potential. Furthermore, it must be finite
at r = 0, and this constraint is inherited by the continuation of the solu-
tion into the region r > a in the form of a relation between the coefficient
functions of the incoming and outgoing waves in (2.5).

!Treatment of non-local interactions is far more complicated. If the potential is not
restricted to a finite radius but decreases sufficiently fast, as do for example Yukawa-
like potentials with V(r) o< 7~ exp(—mr), the usual machinery of scattering theory still
applies, even though some qualitatively new features may appear in the solutions. Such
potentials are sometimes also referred to as being local. On the other hand, once we include
genuine long-range forces, for which V' (r) o r~ 1, some parts of the usual scattering theory
begin to break down. A common symptom of these issues is the appearance of infrared
divergences. In fact, if long-range forces are present it is not even clear how to define
asymptotic states and the S-matrix.

2Some comments for the reader’s convenience: The signs of Fik in the exponents are
just a convention, and were chosen such that the time evolution factor is in both terms
exp(—iwt), where w = kv. As for which wave is incoming and which outgoing, we can
see directly from the factors r + vt in the exponents that the phase velocities are Fv.
Furthermore, the group velocity dw/dk is in this case the same as the phase velocity w/k.
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Since we are dealing with the second order differential equation, to sew
the solution for » < a to the solution (2.5) for r > a we must make sure
that the function ¢ and its first derivatives are continuous everywhere. Note
that we can do this for each Fourier component (each value of k) separately.
This should therefore result in a relation between A(k) and B(k), inherited
from the region r < a.

Let us provide a simple example. If there is no scattering at all then
V(r) = 0 for all r and the free wave equation (2.2) holds in the whole space.
The solution (2.5) therefore applies all the way to r = 0, where it must be
finite. Because of the factor 1/r in front of the integral this translates to the
condition that the expression inside the square brackets in (2.5) vanishes at
r = 0. Thus, we find that B(k) = —A(k). If V was not identically zero
the relation between A(k) and B(k) would become more complicated, but
because of the linearity we would still expect it to be of the form

B(k) = —S(k)A(k). (2.6)

The function S(k) defined by the equation (2.6) corresponds to the scattering
matriz, or the S-matriz. (In our simple case of an elastic s-wave scattering
it is just a function.) Note the explicit minus sign on the right hand side
of the definition (2.6). The reason that we put it there is that we want the
S-matrix to be identically 1 if there is no scattering.

We can now turn our attention to the question of how to connect all of
this to our earlier findings regarding the link between causality and analyt-
icity. Recall our earlier considerations of linear causal systems, for which we
identified the input f(t), the Green’s function g(¢), and the output z(¢), and
how those functions were related by a convolution (see (1.24)). The Fourier
transform of that convolution then led to the equation (1.26)

F(w) = §(w) f(w).

In our classical s-wave scattering problem we instead had the incoming and
the outgoing waves and their Fourier transforms with respect to time were
basically? the coefficient functions A(k) and B(k). Hence, there is an anal-
ogy between the coefficient functions A(k) and B(k) of the incoming and
outgoing waves, and the Fourier transforms f(w) and #(w) of the input and
the output. Furthermore, our present definition of the S-matrix, the equa-
tion (2.6), is of the same form as the equation (1.26) that we quoted above.

—ik(r+uvt)

3More precisely, if we denote by ¢, the incoming wave r—* fj;o dk A(k)e and

by ¢out the outgoing wave r—* fj;o dk B(k)e* ") we obtain

]:t [‘bin} (w) = 2771-14(&//1})67%.%7"7

Fi [¢ouc} (UJ) = QFB(w/U)e*'i%T.

r
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This implies that the S-matrix corresponds roughly to the Fourier trans-
form of the Green’s function. Of course, the correspondence just outlined
is not exact and one needs to be careful when deriving precise results, but
the analogy is correct. In particular, we can formulate a causality condition
in a similar fashion as we did before, although we need to make a minor
modification. Suppose that we are measuring the wave at some fixed radius
ro > a. A direct application of the primitive causality condition (1.27) would
be to demand that the outgoing field at rq is zero as long as the incoming
field is zero. In fact, a stronger condition applies. After the incoming field
reaches the radius rg, it must still travel (with velocity v) at least to the
radius 7 = a until it can start being scattered by the potential, and the
outgoing wave must then travel from r = a back to r = rg in order for us
to measure it. Hence, the appropriate condition is to demand that if the
incoming field appeared only at ¢ = tg then the outgoing field is zero at least
until the time tg + 2(r9 — a)/v. It is possible to show that this condition
implies that the function S(k)exp(2ika) must be analytic and bounded in
the upper half-plane. (For details, see [3, 4].)

Now that we have seen an indication of how to relate a classical scattering
system to our earlier findings, let us turn our attention to a simple example
in non-relativistic quantum mechanics. We will consider the scattering of a
single spinless particle in a local potential V' (x). Instead of the classical wave
equation, the wave function ¥ (x,t) now solves the Schrodinger equation

., 0 h?
zhaw(x,t) = (—%VQ + V(X)) »(x,t). (2.7)

Here p is either the mass of the particle if we consider a scattering in an
external potential V' (x), or the reduced mass p = mymsa/(my + mg) if we
consider a system of two particles of masses my and meo. In the latter case
the variable x corresponds to the relative separation of the two particles.

As is well known, one of the important differences between the classical
wave equation (2.2) and the Schrodinger equation (2.7) is that the classi-
cal wave equation is a differential equation of second order in time, while
the Schrodinger equation involves only the first time derivative of the wave
function. Consequences of this difference turn out to be important also for
our purposes.

Let us illustrate this again on the case of the s-wave scattering in a finite-
range spherically symmetric potential. The full solution is again a function
of only the radius r and time ¢, but as a consequence of there being only the
first time derivative in the equation (2.7) the vacuum solution is now

bl t) = - / " dp[A@)et P 1 i) (28)

rJ—c

where p is the momentum, related to the wave number k by p = hk, and
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where the energy E equals

_r
= o
As a consequence, the energy is non-negative, £ > 0. This is very different
from the classical solution (2.5) which contained components of both positive
and negative angular frequency w.

The fact that the solution (2.8) contains only positive frequencies makes
it much more difficult to formulate a causality condition. The primitive
causality condition (1.27), or its straightforward modifications such as the
relativistic causality condition (1.76) or the condition that we formulated
earlier in this section for the scattering of a classical field, are all very intu-
itive but they are meaningful only if it is possible to consider situations in
which the input f(t) is identically zero until some time ty9. But in quantum
mechanics that is impossible to achieve. If the incoming wave vanishes dur-
ing any interval of time then it is zero always. This is a consequence of there
being only positive frequencies in the solutions of Schrédinger equation. At
a fixed radius 7 the incoming wave of the solution (2.8) is of the form

E (2.9)

F(tr) = i (r, ) = /O T dE K(B) etBU/h, (2.10)

where Aemir g
=== ﬁfl (p(E)) e #B)/h, (2.11)
and p(E) = /2uFE. The fact that the integral in (2.10) is only over positive
values of E means that f(¢;r) is a boundary value of a function F'(t) analytic
in the lower half-plane.* But an analytic function that vanishes over any
interval is zero everywhere, and this translates to the same property for the
boundary value f(t;r).

To summarize, we found that in the context of quantum mechanics it
is impossible to use any straightforward variation of the primitive causal-
ity condition. The incoming wave is almost all the time non-zero near the
scatterer. (However, this does not mean that the wave packet cannot be lo-
calized. The incoming wave far away from the center of the wave packet must
only be non-zero, but can be very small, as for instance being suppressed
exponentially with the distance from the wave packet center.) This is an
important observation about quantum theory, but we will not explore it here
any further. Let us just mention that in order to obtain analyticity proper-
ties people have suggested and used various formulations of causality. Some
of these are described in detail in [3]. One of them is the Schiitzer—Tiomno
causality condition, which requires that the outgoing wave at a radius rg
and time ¢y cannot depend on the incoming wave at the same radius rg and

K(E)

4Mathematical results concerning properties such as this one will be stated more care-
fully in the section 2.3.
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later times ¢t > ty. Perhaps better known is the Van Kampen’s causality con-
dition which states that if the incoming wave packet in the limit of ¢t — —oco
represents a single particle, then the total probability of finding the particle
outside the scatterer (that is, for 7 > a) can never exceed 1. Another impor-
tant approach is the usage of the Wigner’s causal inequality regarding time
delays, which are related to phase shifts. (We won’t discuss these concepts
here. In the context of causality they are treated, for instance, in [4, 3].)
There is one last issue that I would like to mention before we close this
brief discussion of scattering in non-relativistic quantum mechanics. In this
section we have been considering only s-wave scattering. A general scat-
tering process, however, is not spherically symmetric. Even if we limit our
attention only to spherical potentials V(x) = V/(r), we still need to be able
to treat incoming waves that contain components of higher angular momen-
tum. Once we include higher angular momenta, we are in effect considering
the angular dependence of the scattering. In particular, if the incoming wave
is a plane wave it contains all integer values I > 0 of angular momentum. For
an incoming plane wave traveling in, say, the z-direction the scattering am-
plitude® f(p, ) is a function of both the magnitude of the three-momentum
p and the scattering angle 8. We have seen that causality implies certain
analytic properties with respect to the variable p, but causality on its own
does not allow us to say anything about the analyticity in the variable 6.
Nevertheless, it can often be shown that the scattering amplitude f(p,0)
indeed is analytic in a certain region, but this kind of analyticity follows
from the locality of interactions rather than from causality. In particular,
for finite-range potentials it is possible to show that partial wave ampli-
tudes decrease asymptotically for large values of the angular momentum [
as exp(—2llogl), and this implies the analyticity of f(p,0) as a function of
cos in the whole complex plane. For Yukawa-like potentials the region
of analyticity is restricted to an ellipse. For further details the reader is
again referred to [4] or [3]. Note that in quantum field theory this distinc-
tion between the analyticity in the energy being related to causality and the
analyticity in the scattering angle to locality becomes somewhat blurred as

5The scattering amplitude is closely related to the S-matrix, and is usually defined by
the equation
eip'r

LG9 = [0, 0)%

for |z|] — oo, possibly up to some constant factors. Here ¢, is the outgoing wave
corresponding to the incoming plane wave of momentum p in the z-direction, with the
time dependence stripped away (or just evaluated at t = 0).

5This follows from the Neumann’s theorem, which states that if f(z) = Yoo cabi(z),
where P, are the Legendre polynomials, and if asymptotically the coefficients ¢; decay as
a~" or faster (for some a > 1) then the function f(z) is analytic within the ellipse centered
at the origin and with the major semi-axis oriented along the real axis and of the length
(a® 4-1)/2a and the minor semi-axis of the length (a® — 1)/2a. For finite-range potentials,
e <172, 50 f(#) is analytic everywhere.
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a result of crossing symmetry.

In quantum field theory it becomes even less clear how to formulate a
condition that would correctly capture the physical property of causality. In
fact, people encountered difficulties trying to formulate and use generaliza-
tions of the primitive causality condition (1.27) that would be applicable in
relativistic settings. Instead, a somewhat different approach turned out to
be useful. We postulate that

[D1(z), dm(y)]+ =0 for x — y spacelike, (2.12)

where ¢; and ¢,, are any local fields,” and [A, B+ corresponds to the com-
mutator AB— BA if either one of A or B is bosonic and the anti-commutator
AB+ BA if they are both fermionic. The condition (2.12) is called the condi-
tion of microscopic causality or microcausality. Sometimes it is also referred
to as local commutativity, especially in the context of axiomatic field theory.
Roughly speaking, this condition expresses the idea that no signal propa-
gates faster than with the speed of light. Of course, this condition is just an
assumption, or a postulate, and it is not clear that it must hold, especially
for very small separations of x and .

To get some idea of how to obtain analytic properties from the condition
of microscopic causality (2.12), consider matrix elements of time-ordered
products of field operators, such as

(Up, T{op1(z1)...on(xN)} V4). (2.13)

Matrix elements of this kind figure prominently in quantum field theory,
and we will discuss two important contexts in which they appear in the
next section.

The operation T{---} that appears in (2.13) denotes the time ordering
of operators, which is defined by

T {01 (21) Oz (x2) ... On (xn)}
= 220 (a7 ~ wr) -+ (v — 27w
% On(1) (#n(1)) On(a) (¥2(2)) - One () + (2:14)

where the sum is over all permutations 7 of the indices 1,..., N, and azg is
the time component of the four-vector ;. For instance, if N = 2 then (2.14)
reads

T {01 (1’1) 02 (.CCQ)} =0 (w? — x%) 01 (331) 02 (:IZQ)
+0 (g;g - :cg)) Os (22) O1 (z1). (2.15)

"These are operator fields, or, more precisely, operator-valued distributions.
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In the definition (2.14) and the example (2.15) we assumed that operators
O,(x) were all bosonic. Fermionic operators satisfy anti-commutation rather
than commutation relations, and if they are present, we include a factor of
—1 for each interchange of two fermionic operators. In particular, if all the
operators Oq, ..., Oy are fermionic, then instead of (2.14) we obtain

T{O1 (z1) O2(x2)...On (zN)}

= Z sgn(7) {0 (x?r(l) — 332(2)) ...0 (w?r(Nfl) — x?r(N)>
X Oﬂ(l) (:L’ﬂ(l)> Oﬂ.(g) (.Tﬂ.(g)) s Oﬂ.(N) (.Tﬂ.(N)) :|, (2.16)

where sgn(7) = %1 is the sign of the permutation 7. For instance, when O
and Oy are both fermionic we get

T{O; (1) O3 (z2)} = 6 ($(1) - xg) O1 (1) Os (x2)
-0 (.%'g - x?) 02 (.%'2) 01 (.%1) . (2.17)

Now we are ready to indicate how to obtain analytic properties from
the microscopic causality condition (2.12). We will limit our attention to
the simple case of (2.15), but with both the operators O; and Os standing
for a bosonic field ¢. To proceed, one needs to re-write the time ordered
product T {¢(z)p(y)} in terms of the commutator [¢(z), ¢(y)] and explicit
time-ordering step functions in either one of the following two forms

T {p(x)d(y)} = ¢(a)d(y) — 0(y° — 2°)[d(2), $(y)]-
= ¢(y)g(x) + (" —y°)[p(x), p(y)]-. (2.18)

We will now focus on the terms containing the commutator.® As a conse-
quence of the condition of microscopic causality (2.12), these commutator
terms are identically zero outside of the null cone of x — y. They also con-
tain explicit time-ordering step functions, which restrict their support even
further. The end result is that the term 6(y° — 2°)[¢(z), ¢(y)]- must be
zero unless & — y is past-pointing and either null or time-like. Similarly,
O(x° — y")[op(z), #(y)]- must be zero unless  — y is future-pointing and
either null or time-like. This directly translates into certain analytic prop-
erties of the momentum-space representation of the corresponding matrix
elements. We will discuss the mathematics of this in Section 2.3.

8The fixed-order terms must be dealt with in some other way. We will see an example
of this much later, in the section 5.5, where we discuss the spectral representation of the
photon propagator. Note also that as we will see in Section 2.3, vacuum expectation values
of fixed-order terms possess certain analytic properties already as functions of z and y.
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2.2 Perturbation theory for the S-matrix and time-
ordered Green’s functions

In the previous section we suggested a strategy for proving analytic proper-
ties of momentum-space Green’s functions from the condition of microscopic
causality (2.12). This strategy can be applied to matrix elements of time-
ordered products of coordinate-space fields, that is, to matrix elements of
the form (2.13). Such matrix elements play a prominent role in quantum
field theory.

This is actually a good place to take a short detour and introduce two
important contexts in which matrix elements of this kind appear. One of
those is the interaction picture Dyson series for S-matrix elements. This
series consists of terms whose form is similar to (2.13), with ¥4 and Up
representing the appropriate free-particle states, but where the operators
¢;(x) all stand for the interaction part of the Hamiltonian expressed in the
interaction picture. They depend only on the time component of x. This
is a well-known topic and our presentation will be very concise. We will
introduce some of the concepts and notation. We will also mention some
problems of that approach. This will lead us to the second topic that we
wish to discuss, which is the topic of time-ordered Green’s functions, and
of their perturbation series as given by the Gell-Mann—Low formula. I will
discuss this second topic in a greater detail because most textbooks do not
cover it appropriately.

2.2.1 Dyson series for the S-matrix

The Dyson series for the S-matrix is formulated in the interaction picture.
This picture is based on the decomposition of the Hamiltonian H into the
free Hamiltonian Hy and the interaction V/,

H = Hy+ V. (2.19)

Interaction-picture operators, including free fields, evolve according to the
free Hamiltonian,

Ap(t) = etHot A(Q)e Mot (2.20)
where we used the subscript I to indicate that Aj(t) is the interaction-
picture operator. This is different from the time evolution of operators in
the Heisenberg picture, which is governed by the equation that is of the
same form but with Hy replaced with the full Hamiltonian H,

A(t) = et A(0)e ¢, (2.21)

The goal is to calculate (at least approximately) the S-matrix, whose
element Sg, is defined as the scalar product

S = (05, 9%) (2.22)
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of the asymptotic “out” state W containing particles denoted by the multi-
index 8 and the asymptotic “in” state U} containing particles denoted
by the multi-index «. These asymptotic states are eigenstates of the full
Hamiltonian H and are supposed to appear as states containing separate
non-interacting particles when observed at a distant past (¢ — —oo, this is
for the “in” states) or at a distant future (t — 400, this is for the “out”
states). We label these states according to their particle content, which is
discernible either at ¢ - —o0 or at t — +o0. For each such a state, the
multi-indices therefore determine the number of particles, and their types,
spin, and three-momenta — all those quantities as they would be observed
at the appropriate asymptotic time. For instance, if the state vector W}
corresponds to a physical state that for ¢ — —oo appears as containing two
particles, then o = p1, 01, 11; P2, 02, N2, where p; is the three-momentum of
the first particle, o1 stands for its spin z-component or its helicity, and ng
denotes the type of that particle, all as observed at t — —oo. Notice that
n1 determines also the total spin and the mass of the particle. The labels
P2, 02, and no carry the same kind of information but with respect to the
particle 2.

In order to obtain the Dyson series for the S-matrix it is convenient to
first define the S-matrix operator S by

Sga = (P, 5P,) , (2.23)

where ®3 and ®, are the corresponding free-particle states. Free-particle
states are eigenstates of the free Hamiltonian H, and our approach assumes
that in the limit ¢ — —oo the free-particle state ®, appears to be the same
as the “in” state ¥, and that in the limit ¢t — 400 the free-particle state
® 5 appears to be the same as the “out” state \IIE In this statement the free-
particle states are meant to be evolved using the free-particle Hamiltonian
Hjy and asymptotic “in” and “out” states are meant to be evolved using the
full Hamiltonian H. Note also that none of these states, when considered
on their own, are localized in space or time. So for the above asymptotic
conditions to make any sense one needs to consider suitable wave packets.
One then defines the evolution operator U (ta,t1) as

U(tQ,t]_) — eiHoth—iH(tQ—tl)e—iHotl’ (224)

and observes — as we will see later, somewhat incorrectly — that the S-
operator is the limit of U(tg, 1) for t; — —oo and t3 — +00. The evolution
operator U satisfies the differential equation

d .

aU(t,to) = —iVi(t)U(t, to), (2.25)

and the initial condition U (o, tp) = 1. From this one can obtain the integral
equation

o dU(t,¢ 2
Ultg, t1) = Ulty, 1) + t dtU(dt’l)—l—i at ViU (t, t1). (2.26)
1 1
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This gives an implicit solution for U(ta,¢1) — a solution that is expressed in
terms of an integral of U (t, 1) at times ¢t < 2. One can express the operator
U(t,t1) on the right-hand side in terms of this solution, which leads to the
equation

2} to t
Ulta,t1)) =1—1d [ dt Vi(t)+ (=i)* [ dtVi(t) | at’ ViUt t1).

t1 t1 t1
(2.27)
By iterating this procedure one arrives at the infinite series

to to t
Ulta, t1) = 1+ (—i) ﬁwm+W/dtdmmmm
t1 t1 t1

to t t/
4+NlﬁthMWWWMW+m@m
1 1 1

Notice that in this series the interaction operators are always time-ordered.
For instance, in the term of the third order in V; the time values ¢, ¢/, and
t" satisfy to >t > t' > t” > t;. Recalling that the interaction V is a bosonic
operator, we can rewrite this time-ordered series using the time-ordered
product operator in the following manner

N (=i)* [ o /
Ulta,t) =1+ (=) [ at T+ [ [t T{viovie)y
1 * 1 1
(—i)°

3!
where all the time variables are now integrated from ¢; to to. This extension
of the integration region is where the combinatorial factors 1/N! come from.
To see this, let us for the sake of simplicity focus only on the term of the
second order in V; and consider two values t4, t;, of time, satisfying to >
ty > t, > t1. Then, in the time-ordered integral fttf dt fttl dt" Vi(t)Vi(t')
these values appear only once, when the integrand is Vi(t;)Vi(ts). In the
integral fttf dt fttf dt’ T{Vi(¢t)Vi(t')}, however, they appear twice: when the

integrand is T {V;(t,)Vi(ts)} and when it is T {V;(tq)Vi(ts)}-

We can now rewrite the series (2.29) as

Ults, t1) = T {exp ( ® VI(t)>} , (2.30)

t1

to to to
- /ﬁ/dﬂ dt" T{Vi(OVi(" Vit + ..., (2.29)
t1 t1 t1

and if we also take the limit ¢t; — —oo and t3 — +oo (assuming that it
exists) we obtain the Dyson series for the S-matrix operator

S—T {exp </_;°° dt W(t))} . (2.31)

In order to obtain manifestly Lorentz-covariant S-matrix or Green’s func-
tions, we usually work with Hamiltonians of the form

H(t) = / dx H(x, 1), (2.32)
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where H(x,t) is the Hamiltonian density. The interaction density V(z) is
defined similarly, and we can write

V(x) = H(z) — Ho(x), (2.33)

where Ho(x) is the density of the free Hamiltonian. The Dyson series for
the S-matrix operator then reads

S=T {exp </ dix V[($)>} , (2.34)

or, more explicitly,

S=1+ (_2) /d4$1 V](.%’l) + (_22')2 /d4$1 /d4£1?2 T{Vl(xl)V[(J?Q)}
+ (_32')3 /d4$1 /d4x2 /d4x3 T {V](iL’l)V[(iL'Q)V](xg)} +.... (2,35)

Instead of integrating only over the time variable, which of course depends
on the frame of reference, as we did in (2.31), we have now obtained a series
in which we integrate with the Lorentz-invariant measure d*z over the whole
space-time. We can see that this expression is manifestly Lorentz covariant,
provided that:

e The interaction density is a Lorentz scalar.

o For z; — x; space-like, [Vr(z;), Vi(z;)] = 0. (This is because for space-
like separations the time-ordering of events is frame-specific. But if
the interaction density operators commute for such separations, this
frame-specificity of the time-ordered product has no consequences and
we obtain a Lorentz invariant result. Please also note that while this
commutativity condition is sufficient for the S-operator to be Lorentz
invariant, it is not necessary.)

Here we have encountered another context in which one wishes to impose the
condition of microscopic causality (2.12). Let us also note that the first con-
dition, that the interaction density is a Lorentz scalar, is quite problematic
and does not always apply.? This is related to the fact that the Hamiltonian
formalism singles out a specific time coordinate and the canonical quantiza-
tion often leads to non-covariant terms in the Hamiltonian, even if one starts
with a Lorentz invariant Lagrangian density. Nevertheless, in the context of
the canonical formalism it is possible to show that if the Lagrangian density
is Lorentz invariant, then the S-matrix must be Lorentz-covariant. Effects

9In fact, in some circumstances the interaction density is not even a local function of
the fields. A well-known example of this is the Coulomb term that appears in the canonical
quantization of classical electrodynamics in the Coulomb gauge.
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of those terms in the interaction density that are not Lorentz scalars are
exactly canceled by non-covariance of propagators. It is therefore usually
possible to drop all these non-covariant terms, both in the interaction and
in propagators, and formulate the corresponding Feynman rules in terms
of covariant quantities. (Another — and usually much more convenient —
way to show the Lorentz-covariance of the S-matrix and formulate covari-
ant Feynman rules is to use path-integral methods.) A further discussion of
both the derivation of the Dyson series for the S-matrix and of the issues of
Lorentz covariance in the canonical formalism can be found, for instance, in
chapters 3, 6 and 7 of [9].1°

To calculate S-matrix elements one needs to sandwich the S-matrix op-
erator in between two free-particle states. The series (2.35) then yields

Sga = 8(8 — ) + (—i) /d4x1 (@5, V1 (21)®0)

(=i

+2!

)2
/d4x1 /d4x2 (@5, T (Vi(z1)Vi(22)} ®a) +.... (2.36)

Recall that the multi-indices o and 8 contain information on numbers and
types of the particles, and their spin and three-momenta components. The
delta function §(3 — «) is accordingly an abbreviation for a product of three-
momentum-conservation delta functions and Kronecker delta symbols cor-
responding to discrete labels in the multi-indices. (In fact, it represents a
particular sum of such products for all possible permutations of indistin-
guishable particles.) As we can see, each term of (2.36) does indeed contain
a factor of the form (2.13).

2.2.2 Gell-Mann—Low formula

Although the derivation of the perturbation series for the S-matrix presented
above may look convincing, and although it is satisfactory in non-relativistic
quantum mechanics, when one attempts to apply it in the context of rela-
tivistic quantum field theory serious problems appear.'! One issue is pre-
sented by the Haag’s theorem [12], which for our purposes can be roughly
stated as saying that if a relativistic quantum field theory has a well-defined
interaction picture, then it must be a theory of non-interacting free fields.
In other words, as Streater and Wightman [5] put it, the interaction picture

10T should mention that the treatment of the perturbation theory derived in the operator
formalism for the S-matrix that was just presented here, as well as the treatment of the
same topics in [9], are flawed, and although the discussion in [9] is very readable and
informative, it should be not considered as entirely correct. The book [9] does not discuss
those problems at all. Its treatment of the topics related to the canonical formalism, on
the other hand, is in my opinion excellent.

1T base these remarks mainly on my reading of an unfinished version of [10], which
provides a discussion of many of these issues, but has not been published yet. Another
place where discussion of some of these issues can be found is [11].
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exists only if there is no interaction. Another issue — which appears to be
quite independent of the complications associated with the Haag’s theorem
— is that the asymptotic states of a full theory never really cease to “feel”
the interaction. Particles in those states, even when being far apart from
each other, always continue to self-interact. It is therefore not possible to say
that such particles, in some asymptotic regime, appear as if they were free,
at least not in the straightforward way that works in non-relativistic quan-
tum mechanics. In fact, as a consequence of this self-interaction, each such a
particle represents a superposition of free-particle states of various numbers
of particles. Hence, to define a valid correspondence between the asymp-
totic states and the free-particle states is not nearly as simple as presented
in many introductory treatments of the perturbation theory for S-matrix,
such as the one that we sketched above.'?

It seems that one way to avoid these problems is to focus not directly
on the S-matrix but to instead consider time-ordered Green’s functions

(Wo, T{¢1(21) ... én(zn)} Vo), (2.37)

where the fields ¢;(x) are Heisenberg-picture operators in the full theory.
The state vector ¥g corresponds to the true vacuum and is normalized to
unity

(o, Tp) = 1. (2.38)

If we knew how to evaluate or approximate the vacuum expectation val-
ues (2.37), we could then obtain matrix elements between any asymptotic
states — and, in particular, also the S-matrix — by the application of the
Lehmann—Symanzik—Zimmermann reduction formula (LSZ formula). (The
original reference for the LSZ formula is [13], and it is presented in many
textbooks of quantum field theory, including [14, 9]. A modern treatment of
this topic, including a discussion of some limitations of the usual approaches,
can be found in [11].)

It turns out that the vacuum expectation values (2.37) can be calculated

2There is one more issue that probably should be mentioned at this point, and that is
that it is not even clear how to define an S-matrix if there are massless particles present
in the theory.
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perturbatively according to the Gell-Mann—Low formula'® (GML formula)

(Wo, T{o1(z1) ... on(zN)} Po)
(w5, T {on@) . dry(on)e S 1V} wfee)
(\Ij(f)ree’ T {e—i f d*z VI(x)} q;(f)ree)

(2.39)

= lim

This remarkable formula deserves some explanation. First, notice that while
on the left-hand side there are Heisenberg-picture fields ¢;, which evolve
according to the full Hamiltonian as in (2.21), and the vacuum ¥y is the
true vacuum state, on the right-hand side only corresponding free-field or
interaction-picture quantities appear. The fields ¢ are free fields that evolve
according to the interaction-picture evolution equation (2.20), and the state
\Ilgree is the free-particle vacuum. In the exponential there is the integral
over the whole space-time of the interaction Hamiltonian density expressed
in the interaction picture. Neither the numerator, not the denominator of
the expression on the right-hand side are well-defined on their own. Instead,
we need to consider their ratio in a certain limit, in which their respective
singularities cancel out. (This limit will be specified below.)

Since this topic is not adequately treated in many of the standard text-
books, let us now present a derivation of the GML formula (2.39). To make
sense of the factors on its right-hand side we first put the system in a box
of a finite volume and restrict its time evolution to a finite interval of time
that begins at some initial time 7, and ends at some final final time 7T_.
The size of the box and the time interval must be chosen such that all the
coordinate variables zi, ..., =, fall inside that region of space-time. The
numerator factor is now

—i[fdt [ dxVv
(WBree,box7T {¢11($1) . ¢[N($N)e ZfTJr fbox x Vr(z) ‘Ijgree,box

(2.40)
Our next goal will be to express this amplitude in terms of Heisenberg-
picture quantities. To make the notation more compact, let us write

d3x Vi(x,t) = Vi(t).

box

131 do not know the original reference. If one is looking for a textbook presentation, the
formula is discussed, for instance, in [14]. That book also presents a derivation of that
formula, but with some important issues ignored. Some aspects of the GML formula and
their derivation are also explained in [9], where the formula itself is used quite extensively
(especially in Chapter 9 in the context of path-integral methods), but where it is never
properly introduced. The presentation given here is based mainly on the unpublished
text [10] by J. Collins.



54 CHAPTER 2. ANALYTICITY IN QUANTUM THEORY

The time-ordered product in (2.40) then reads

T {<f>11(x1) o ¢1N($N)e*"fTT+_ dt VI(t)}

e (—i)K T_ T_
= w1 | e | dikT{on(x). . dry (an)Vilt) - Vilte)}
K=0 + +
(2.41)
Let us denote by w1, ..., uy the time values z¥,..., w?v but ordered so
as to satisfy u; > -+ > upn. Recall also that the values T_ and T were

chosen such that 7_ > w; and uy > T4. Consider now a single term in
the series (2.41); in other words, consider a fixed value of K. Each of the
variables of integration t1, ..., tx, as we integrate it between 7, and 7T_,
passes through each of the intervals (T, un), (un,un—1), ..., (u1, 7). At
each point of the integration over these variables, there will be some number
Ky > 0 of them that fall into the interval (up,7_), some number K; > 0 of
them that fall into the interval (ug,u1), etc., and these non-negative integers
Ky, ..., Ky satisfy the condition Ko+ ---+ Kxy = K. (We ignore the set of

measure zero when some of the variables t1, ..., tx appear in the boundary of
any of the intervals.) Furthermore, as the variables t1, ..., tx are integrated
from T to T_, all possible values of Ky, ..., Ky (that is, all non-negative

values that add up to K) will be covered. Hence, for a given value of K, we
can separate the integral into several terms, one for each permissible list of
values Ky, ..., K. In each such a term we integrate only over that subset
of the total integration volume in which Ky of the integration variables fall
into the interval (uq,7-) , K; of them fall into (ug,u1), etc. For each such a
term we rename the variables as tl(m) where m denotes the interval to which
those variables belong and [ distinguishes between the variables inside a
single interval. In the interval m there are K,, variables, which means that
[ can assume values [ = 1,..., K,,. Changing to these new variables results
in a new combinatorial factor, because there are K!/(Ko!K;!... Kn!) ways
in which we can assign K variables into N + 1 groups, such that there are
Ky of them in the first group, Ki of them in the second group, etc. Hence,
we can write

T_dtl--- T_dtKT{QS[l(xl)...qS[N(:zN)VI(tl)...VI(tK)}

T, T,

Kl = 0 = 0 (0) (0)
= § T dty’- - dtyp TaVr(ty’) ... Vi(t

u1 u1
xgb](ul)/ a7t DT Vi) Vi) o) ..
u2

u2

UN UN
<otuy) [ at™- [T a)r (™). el ea)
+ +
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where the sum is over all permissible lists of Ky, ..., K. (For simplicity,
we also dropped the index label from the field operators.) K! from the
combinatorial factor in (2.42) cancels with the 1/K! factor in (2.41), and we
can therefore write

T{¢11($1)-~¢1N($N)f e } Z > [
K

K=0 Kot-+Kn=
—i) Ko T- T
(K), dtgo)---/ dti )T {Vi (") . Vz(tﬁ(o)}qb[(ul)
0- w1 Ul

_ K1 ul u1
u us

Kl Ju,
(=) puw vy () (N) (N)
TonT J, A [t {Vf(tl )...VI(tKN)}}

X ... ¢r(un)
(2.43)

Notice now that instead of summing over all values of K from 0 to oo and
then for each such K summing over all non-negative values of Ky, ..., Ky
satisfying the constraint Ko+ --- + Ky = K, we can just as well sum over
each Ky, ..., K independently from 0 to co. This results in

T{¢11($1) "'qblN(CUN)e_ifTJ: dt VI(t)} _
- O .. () (0)
dt dt ). Vi(t 0) dr(ur)
[K()O / IAND ¢ }] r{ul
X { Z (—Iz)l‘ 1 um dt§1),../uu1 dtng{V[(tgl)),..V](t%z)}]qbl(w)

oot | 32 G [ [ ag0r v i) |

Ky!
(2.44)

The sums in the square brackets of (2.44) correspond to the series (2.30) for
the evolution operators between the endpoints of their respective intervals.
We can therefore write

T {¢I1(az1) . qS[N(g;N)e*ifT; dt Vz(t)}
= U(T-,u1)pr(ur)U(ur, u2)dr(uz) . .. ¢r(un)U(un, Ty).  (2.45)

We will now show that the right-hand side of (2.45) is nearly the same as
the product of the corresponding Heisenberg-picture operators. To see this,
notice first that using the equation (2.20) for the time evolution of operators
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in the interaction picture, and the equation (2.21) for the time evolution in
the Heisenberg-picture, one can find the following relation between those
two pictures

A(t) = etfltemtHot A (1)ettole=tHE — (1) A; (£)Q(1)T, (2.46)

where Q(t) stands for the Hermitian conjugate of Q(t). The operator Q(t)
is a unitary operator, and when applied to some Heisenberg-picture state
vector (that is, the Schrodinger-picture state vector evaluated at t = 0),
it evolves the state according to the free Hamiltonian from time ¢ = 0 to
time ¢t = t; and then according to the full Hamiltonian in the opposite time
direction from ¢; to 0. If the limits ¢; — oo existed, the operators £2(—o0)
and (+o00) would transform free-particle states into their asymptotic “in”
and “out” counterparts. (That is, we would have U = Q(—oco)¥fee and
WOt — O(+o0)Tlee ) Our system is, however, placed inside a finite box,
which makes the time evolution to a distant past or to a distant future com-
plicated. If we removed the box the Haag’s theorem would apply, and we
would encounter problems already in the stage of interpreting the transfor-
mation (2.46). For that reason, we remain in the box and consider only
finite time arguments, Ty < ¢ < T_, in the equation (2.46).

In terms of the operator Q we see from its definition (2.24) that the
evolution operator U (ta,t1) can be expressed as

Ulta, t1) = Qt2)1Q(t). (2.47)

But this means that we can write (2.45) as

T {¢11(9€1) e quN(xN)e*"fTT; dt Vz(t)}

= QT) p(ur)p(uz) ... plun)UTy), (2.48)

where in the third line we used (2.46) to express the product in terms of
the corresponding Heisenberg-picture operators. If we reinstate the time-
ordering operator (and return field labels), this reads

T {lel(-Tl) L. ¢1N(1?N)e_ifT+_ dt VI(t)}
= QT )T {p1(x1)a(x2) ... on(zN)} QUTYL), (2.49)

which is a very useful result on its own.
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Similarly, from (2.30) and (2.47) (or directly from (2.49)) we see that
the time-ordered operator in the denominator on the right-hand side of the
GML formula is simply

T {e_i Jr, VI(’”} — QT )T(T,). (2.50)

The whole ratio (with the system still in the box and limited to a finite time
interval)

ree,box —i [ dt d*x Vi (z) ree,box
(‘1’5 ) ’T{%(m)...mN(m)e o 0 Joo 1) | gyt

T
—i [T dt d3x Vi (z)
(Wgree,box’ T {e fT+ fbox \I’greebox

(2.51)
therefore reads

(m{;wb“, QT )T {¢1(z1) ... on(zN)} Q(T+)x1/fgeevb°>‘)
(\Ij(f]ree,bOX, Q(T_)TQ(T+)\IJ(f)ree’bOX)

(2.52)

If we were working in the context of non-relativistic quantum mechanics
with the interaction becoming effectively irrelevant when the particles are
far apart, we could make sense of the limits of Q(t) for ¢ — +o00. We could
also remove the box, and the operator (—o0) would transform free-particle
states into their corresponding “in” states and the operator 2(4o00) would
transform free-particle states into their corresponding “out” states. In that
case we could directly take the limit 74 — —oo and T- — +o0 in (the
“box-less” version of) (2.52) and obtain

(05 T {61(x1) .. o (aw)} )
(w5 94) |

Here we have denoted the “in” vacuum by \IJ(J{ and the “out” vacuum by ¥ .
Both these vacua, as well as (what we called) the true vacuum Wy, should all
correspond to the same physical state. They might, however, differ by phase
factors. Let us therefore write ¥, = e =Wy, and \Ifg = e+, for some
real numbers a_, a;. Substituting these expressions into (2.53) we can see
that the phase factors cancel between the numerator and the denominator,
and after we also use the normalization condition (2.38)

(2.53)

(Wo, ¥o) =1,

we recover the left-hand side of the Gell-Mann-Low formula (2.39).
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In quantum field theory, however, particles never stop interacting, and we
cannot easily use the above argument. Instead, we proceed in the following
steps. First, we use the fact that Hoquree = 0 to remove the appearance of
the free Hamiltonian in the Q-operators in (2.52). This leads to

(\:[}gree,box7 e77,'HT_ T {¢1 (xl) o ¢N (xN>} e1’[—IT+ \I/[f)ree,box)

(\Ijgree,box’ e—iH(T- _T_‘_)\I,Bree,box) (254)

Next, we continue (2.54), as a function of 7_ and T, to complex values of
T_ and T of the form

T =(1-ieT, (2.55)
T, =(-1+ieT, (2.56)

where 0 < € is a small positive number and T is real. We are interested in
the limit of T' — +o00. The imaginary components of 7 and Ty, defined
in (2.55) and (2.56), will be instrumental in isolating the contribution of
matrix elements between the true vacuum states. To see this, consider any
complete basis {\IJSOX} composed of eigenstates of the full Hamiltonian,

which contains the vacuum state W5ox,
HYPx = B, pbox, (2.57)
Whox ¢ {\1150’(}. (2.58)

iHT, \Ijgroc,box

Consider now, for instance, the factor e from the numerator of

(2.54). Expressing this factor in the basis {\PSOX} it reads
ot HTy \I]gree,box _ Z \IlgoxeiEaT+ (\I’EOX’ \Ijgree,box) ’ (2.59)
a

where the sum includes integration over the continuous parts of the label
a. Among the states in {\PBOX} the vacuum WH* has the lowest value of
energy and no other basis state has the same energy. (That is, E, > Ey for
a # 0.) Hence, if we now continue this expression to complex values of T’y
according to (2.56), then relative to the vacuum component the contribution
of the components with a # 0 will be exponentially suppressed in the limit
of T'— oo,

eiHTJr \I,(f)ree,box N e—eEOT {\IjgoxeiEoT (\IJBOX, \Ijgree,box)

e(Ba—Eo)T

+ terms suppressed as e~ (2.60)
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We can apply the same reasoning also to the part (\Ilgree’box, e HHT- ) of

the numerator of the fraction (2.54) and to the corresponding portions of
the denominator. This shows that if we make the continuations (2.55) and
(2.56), then in the limit of 7' — 400 the fraction (2.54) becomes

2 .
’ (WBOX’ \I]gree,box> e~ 2iEoT o—2¢EoT (\IJBOX’ T {d’l (xl) . ON (I'N)} \IJBOX)

box ., free,box
(e vgee)

2 .
e—2iE0T g—2eEoT (\I/}])ox, \Ilgox)

+ suppressed terms. (2.61)

The suppressed terms contain factors of the form exp (—eT'(E, — Ey)) for
some E, > Ejy. Notice that in the leading term in (2.61) there are sev-
eral factors that cancel between the numerator and the denominator. The
factors e~ 2FoT correspond to the time evolution of an energy eigenstate
with eigenvalue Fy over the period of 27, and the factors e 2¢€0T appear
as a consequence of the analytic continuation. If we renormalized the full
Hamiltonian — e.g., by normal-ordering it — such that Ey = 0, then these
factors would be all equal to one. However, we do not need to do that:
these factors cancel between the numerator and the denominator anyway,
as they should, since physics should depend only on the differences in en-
ergy levels of various energy eigenstates and not on their absolute values.
Another factor that appears both in the numerator and in the denominator
is ‘(\IJBOX, \If(f)ree’box> 2, and it is crucial that it cancels out as well. This is
because as we remove the box, that is, as we pass to the limit of infinite
volume, these factors each approach zero. In other words, if the normal-

ization condition (\IIBOX, \IIBOX) = 1 is enforced throughout, then as the box
14

increases,
(wh, wier>) 0. (2.62)

Nevertheless, since these factors cancel out, the limit of infinite volume on
the right-hand side of the Gell-Mann-Low formula (2.39) is well-defined.
Thus, in these limits (first of 7" — 400 and then of the infinite volume of
the box) we recover from (2.61) the quantity (Vo, T {¢1(z1) ... on(zN)} Po).
But this is just the left-hand side of the GML formula, as we needed to prove.

For practical calculations with Feynman diagrams the implications of the
Gell-Mann-Low formula are as follows. The denominator on the right-hand
side of the formula (2.39) corresponds to the contribution of all Feynman
graphs that contain an arbitrary number of bubble diagrams — connected
subdiagrams without any external legs. The numerator factor, on the other
hand, represents the contribution of all Feynman diagrams, connected or

14T will not show this here. One can an get an indication of this behavior if one nor-
malizes to unity the free-particle vacuum and calculates the full vacuum in the first-order
of the time-independent perturbation theory.
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disconnected, that have in total N external legs — each corresponding to
one of the fields appearing in the Green’s function — and may contain any
number of bubble diagrams. When we divide this value by the denominator
we remove the contribution of the bubble diagrams. The formula therefore
states that in order to calculate a Green’s function we can use the standard
Feynman rules but must exclude any bubble diagrams.

2.3 Analytic properties of Laplace transforms

In many applications we need to consider more general quantities than
square-integrable functions of a single variable satisfying the primitive causal-
ity condition or its simple generalizations. In this section we will briefly state
some very general results that are relevant in quantum field theory. We will
follow the treatment of [5].

In quantum field theory the fields are usually postulated to be operator
valued tempered distributions,'® and we therefore need to investigate an-
alytic properties of Fourier transforms of such distributions. The Fourier

Y Distributions are continuous linear functionals defined on some specific set of test
functions. The notion of their continuity is usually inherited directly from the corre-
sponding notions (of a metric, or convergence, etc.) for the space of test functions. We
will consider test functions that are functions of either a single or several real variables.
The most general set of distributions that we will consider is the set 2’ of what we will
simply call distributions. The space of test functions for distributions in 2’ is denoted by
9. This is the space of all infinitely differentiable complex-valued functions of compact
support. Another important space of test functions is ., defined to contain all infinitely
differentiable complex-valued functions which together with all their derivatives approach
zero (for large values of their arguments) faster than polynomially. Every function from 2
is also a member of ., that is, 2 C .%/. Distributions defined on the set of test functions
& are called tempered distributions and denoted by .#’. Tempered distributions can be
Fourier transformed and the Fourier transform of a tempered distribution is a tempered
distribution. Note that any tempered distribution is also a distribution, .’ C 2’. [This
is a consequence of the fact that 2 C ., which implies that any T € .’ is defined and
linear on functions from &, and the fact that continuity in . implies continuity in 2.]
Coming back to quantum field theory, what we mean by the statement that fields are
operator-valued tempered distributions is that for any two vectors ¥ and 2 from the
domain of a field ®(z) the matrix element

(1, @(f) 12) ,

when considered as a functional of f, is a tempered distribution. We are using a somewhat
ambiguous notation here: ®(x) denotes an operator-valued distribution in the variable
— and in this section we will prefer the notation ®, for that same object — but ®(f)
denotes the result of the application of the functional ®(x) on the test function f(z). If
the operator-valued distribution ®(z) is also a function, then we can write

a(f) = / dr f(2)3(z).

In this thesis I will not provide an introduction to the theory of distributions. The reader
can find good introductions for instance in [3, 5] and references cited therein.
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transform F[T] of a tempered distribution T" is defined by
FIT(f) =T(Ff). (2.63)

For tempered distributions that are also functions this corresponds to

/dw [/ dx T(a:)ei"m} flw) = /dsc {/ dw f(w)eim] T(x), (2.64)

where we could change the order of integration because of the integrability
properties of the product T'(x)f(w) of functions T € .7, f € .“,. (A note
regarding the notation: Throughout this section I will sometimes employ
various subscripts to make the notation more transparent. For example,
the subscript v in .%, means that these test functions are functions of the
variable v. This subscript therefore determines the dimension of the domain
of test functions. For example, if v in this example was a three-dimensional
vector, .%, would be the space of those functions from R3 to C which are
test functions for tempered distributions. If v and u belong to spaces of the
same dimension then .%, and .#, denotes the same space of test functions,
and for f € .7, the expression f(u) is perfectly valid. Subscripts for the
spaces of distributions carry analogous meanings.)

Recall that our earlier results concerned Fourier transforms of certain
functions and some kind of their continuation from the real line to some re-
gion of the complex plane. This actually corresponds to the Laplace trans-
form, which for functions of a single real variable we will define by the
equation

+oo o
LU +in) = [ de fejeern, (2.65)
—0o0
if the right hand side converges.'® If the function f is defined on R” and k-p

denotes some scalar product of vectors k and p from R", we can generalize
(2.65) to

LIFI(E +im) = / &'t f ()it (2.66)

Notice that for 7 = 0 we recover our definition of the Fourier transform, or
its straightforward generalization to R™. And, as we will discuss below, if

16 A more common definition is
el = [ aswe
0

Our definition (2.65) corresponds instead to the two-sided Laplace transform, where one
integrates over the whole real line. Furthermore, to obtain a better correspondence with
applications in quantum theory we substituted p — —i(§ + in), which is just a matter
of convention. Also, notice that for non-zero n the integral (2.65) exists only for a very
restricted class of functions because the exponential factor blows up for either positive or
for negative values of ¢.
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this Fourier transform exists, then the Laplace transform for non-zero values
of n represents its continuation to the complex plane.

We may use this relation between the Fourier and the Laplace transforms
to extend the definition of the Laplace transform to distributions. Consider
any distribution Ty € Z;. Then

e T (2.67)

is also a distribution in Z{. (Note that here t is the variable of the distribu-
tion and m figures only as a real parameter.) It may happen that for some
value of i this new distribution is not only in % but also in .#¢. That is,
e~ "7, might be a tempered distribution. In such a case it can be Fourier
transformed, and for such values of 7 we define the Laplace transform of T}
as

LT (& +in)=F [e*"'tTtL . (2.68)

On the right-hand side we Fourier transform from the variable t to the
variable &, and we collect this variable together with the parameter n into
the complex variable & 4 in of the Laplace transform on the left-hand side.
Notice that for distributions 7; that are also functions this definition is
consistent with the definition (2.66).

Consider any fixed Ty € 2} and denote the set of all i for which e T}
is a tempered distribution by I'. The Laplace transform of T is therefore
defined on the set R™ +iI'. (By R™ 4 iI" we mean the set {£ +in : £ €
R™ n € I'}.) It is not unusual that I" is empty, but one can show that it
must always be convex.!” We will call a set of the form R + iI" where I is
convex a tube.

A very important result is that the Laplace transform is always an an-
alytic function on the tube where it exists! Furthermore, it has certain
boundedness properties, and any analytic function defined on a tube with
those boundedness properties is a Laplace transform of some distribution.
Let us quote this remarkable theorem in its entirety.

Theorem 2 Let Ty be a distribution in Py (with t € R™) and ' be an open
convez set in R"™ such that e "1y € A for allm € T. Then L[Ty] (€ + in)
is an analytic function of & +im in the tube R™ + iI". Furthermore, for any
compact subset K C T' the Laplace transform L[Ti] (& + in) satisfies the
boundedness condition

L [Te) (€ +in)| < |Px(€)], (2.69)

for some polynomial Pk and alln € K.
Conversely, every function that is analytic in the tube R™ 4 iI' and sat-
isfies the boundedness condition (2.69) for each compact subset K of T' and

"Proofs or partial proofs for all the results quoted in this section can be found in [5].
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some polynomial Pk is the Laplace transform of a uniquely determined dis-
tribution Ty € 9, such that e "*Ty is in S for allm € T.

Now we can see clearly that the analytic properties that we have been
exploring in this and the previous chapter are not limited to considerations
of causality and are instead a general property of Laplace transforms. In
fact, causality or locality do not appear in the above theorem at all. As we
will see, they are instead related to properties of the set I' of those values of
7 for which the Laplace transform exists.

The primitive causality condition (1.27) and its direct generalizations
all required some function f(¢) to vanish for all ¢t < ¢y, with ¢y a constant.
The locality condition of finite-range potentials was also of a similar form.
These were special cases of a more general situation in which the support
of a distribution is limited to some half-space. Suppose that the support of
T lies in a half-space t - a > A, where a is some fixed vector and A is a
real number. If a distribution T} is a function, then the convergence of the
Laplace transform

/ A"t T(t)e™t (E+m) (2.70)

implies that the integral
/dnt T(t)eit-(éJrin)efu(t-afA) — euA/dnt T(t)eit-(£+i[n+ua]) (271)

must also converge for any u > 0. Hence, if e ™"*T'(t) € ./ then also
e~ (mtua)tp(t) ¢ ./ for all uw > 0. This also holds for distributions that are
not functions, as is stated in the following theorem.

Theorem 3 Let T be a distribution in 9y and let the convex set ' to consist
of all n € R™ such that e ¥"Ty is a tempered distribution. If the support
of Ty lies in a half-space t -a > A (for some a € R™ and A € R), then T
contains all points of the form n +va withn € I' and u > 0.

Note that this theorem is of little use if I' is empty. However, in cases when
Tt is a tempered distribution we know that I' contains the point n = 0 and
the above theorem then implies that {ua :u > 0} C T.

In quantum field theory we usually apply these considerations to matrix
elements of products of fields. Since each field carries a spacetime variable it
will be convenient to use the symbol x instead of t to denote the variables of
distributions on which we act with the Laplace transform. Then x € R4™,
where m depends on the number of fields in the product'® and 4 corresponds

8 As we will discuss in more detail near the end of the present section, translation
symmetry implies that the vacuum expectation value of a product of fields depends only
on relative positions of the fields. Hence, if there are N fields in the product at positions
Y1, ..., YN, the vacuum expectation value depends on N — 1 variables, and we can choose
those for instance as y2 — y1, ¥y3 — Y2, ..., ynv — y~n—1. In this case the distribution Tx



64 CHAPTER 2. ANALYTICITY IN QUANTUM THEORY

to the usual dimension of the spacetime. The scalar product a - b is then
defined as

a-b= Z aDplr, (2.72)

where each a® or b is a four-vector and x,y" denotes the usual scalar
product in Minkowski space.
Let us denote by V. the set of all real future time-like four-vectors

Vi= x€R4:x2:(x0)2—Z<xj)2>0; 2°>05%, (2.73)

Jj=1

and by I_/+ we denote its closure, the set of all z such that 22 > 0 and z° > 0.
(The notation here can be confusing: 22 in the previous sentence stands for
the square of z, 2 = z,2*, while 2° denotes the zeroth (contravariant)
component of z.) In quantum field theory an important case is when the
support of Ty is restricted to a subset I'\ of R* for which each of the
four-vectors (1), ..., 2(™) is within the closure of the future light-cone,

supp 1x C f‘+ = {(ac(l), ...,x(m)) 2l € V+ for each j =1, ,m}
B (2.74)
We denote the interior of I'y. by I'y.. That is, I'y is the subset of all x =
(x(l), ...,x(m)) e R*" for which each () is in V.

Now, for a € I'y each a9 is a future time-like four-vector, and for
x € T each z\9) is either a future time-like or a future null four-vector.
The scalar product of any future time-like four-vector with any future null
or time-like four-vector is always positive. Hence, if T satisfies the support
condition (2.74), then for any a € I'y the product a-x > 0 for all x in
the support of T%. Furthermore, if Ty is also a tempered distribution, then
its Laplace transform exists for 7 = 0. Theorem 3 then implies that the
Laplace transform of Ty exists in the tube R*™ 4 iT',.

For distributions with their support in ', one can prove stronger bound-
edness properties than those stated in Theorem 2, as we will now present.

Theorem 4 Let Ty € 2. be such that e "*Tyx € .} for allm in Ty. [Here
the scalar product is the one defined by (2.72) and the set I'; is defined just
below the equation (2.74).] Suppose, furthermore, that supp Ty C T'y. Then
for each m in 'y there is a polynomial P, such that

LT (€ +i[n+a])| <[Py (§+ia)l, (2.75)

would be defined on R4<N71)7 and we would have x = (:c(l), ...,m<N71)>, with variables
9 defined as zM = Y2 — Y1, z? = y3 — y2, etc. This comment largely applies even
if the matrix element is not a vacuum expectation value because the dependence on the
absolute position (say, on y1 or on some other weighted average of y1, ..., yn) can be easily
factored out.
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for all € € RY and alla e T
Conversely, if f(& +in) is a function analytic in R*™ + iy and for
each m € Ty there exists a polynomial Py, such that the condition (2.75) is

satisfied, then f is the Laplace transform of a distribution with support in
ry.

If also Tx € ., then one can derive further boundedness properties for the
Laplace transform, but we will not quote them here. (The reader can find
them in [5].)

Note that in Theorem 4 it is not assumed that the Laplace transform
exists for n = 0. In fact, sometimes such a boundary value does not exist
even in the sense of distributions. For Tx € %), however, the boundary
value exists and is just the Fourier transform of 7.

Theorem 5 Let Ty € .7, be such that e "*Tyx € L for allm inT4. Then,
for any f € S,

iy [de LT (€ +im) [€) = (FIB (D), (270)
where the limit n — 0 is taken with n restricted to some closed cone within
I'y. In other words, L[Tx] converges in ¢ to F [Ix] for n — 0 within any
closed cone in I';.

Conversely, if L [Tx] exists for allm in T4 and converges in 5’5’ form—0
in any closed cone in Iy, then Tx is a tempered distribution.

Note that when considered as a function of £ the Laplace transform
L[T] (€ +im) is a tempered distribution. This is a consequence of Theorem
2, which implies that as a function of € the Laplace transform L [T] (& + in)
is bounded by a polynomial. (The variable n is then a parameter. That
is, for each admissible value of § we get a distribution from 5”5’) When
Theorem 5 states that ‘L [Tx] converges in /¢’ the Laplace transform is
interpreted in this sense: as a function of £ with 1 being treated as a pa-
rameter.

This concludes our presentation of relevant mathematical results. In the
remaining part of this section we will introduce what is perhaps the most
fundamental application of these results to the theory of relativistic quantum
fields. We will consider the analytic properties of vacuum expectation values
of fixed-order products of fields, such as

(Wo, d1(y1) - - - o (yn) Vo) (2.77)

where, as usual, ¥y stands for the vacuum state, and ¢, ..., ¢ are com-
ponents of any Lorentz-covariant fields. Recall our assumption that for
any field ¢; and any state vectors ¥4 and ¥p from the domain of that
field the matrix element (g, ;(y)¥a) is a tempered distribution in ..
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The Schwartz nuclear theorem then implies that (2.77) is a tempered distri-
bution in all the variables yi, ..., yn together. (See, e.g., [5] and references
cited therein.) Furthermore, as we already mentioned, properties of such
matrix elements under space-time translations imply that the vacuum ex-
pectation value (2.77) depends only on the differences of the coordinates of
the fields.' It will prove convenient to express it in terms of the variables
T1=Y1 — Yo, T2 = Y2 — Y3, ..., TN_1 = YN—1 — Yn. For any fixed choice of
the fields ¢1, ..., ¢ in the product in (2.77) we can then write

(Wo, d1(y1) - - - o (yn)Wo) = W(z1, ..., zv-1), (2.78)

where W € ./ . We will now argue that W is analytic in the tube

(1, N —1)
R*N=1) _4I',. (According to our earlier definition, I'; is the subset of
RAN-1 for which each xzj, j =1,..,N —1, is inside the future light-cone,
xj € V4.) Note that this region does not include the real hyperplane, and
at this point we do not claim anything about the analyticity of W for real

values of z1, ..., zxy_1. In fact, we know from the renormalization theory
that W is quite singular when any of the separations x1, ..., ty_1 approach
Z€ero.

As we have seen in the first part of this section, we can expect this kind
of analytic properties to result from some restrictions on the support of the
Fourier transform of W(x1,...,zn_1), which we denote by W(q1, ...,qn—_1),

Wiqi,...nqn-1) = FIW](q1, -, qn-1)
‘ZN71 o
d4:131 e d4:1:N_1eZ J=1 q]m]W(xh ey JIN_l). (279)

(Note that if we were to strictly follow our earlier mathematical statements,
we would need to consider support restrictions of the inverse Fourier trans-
form of W, and not of its Fourier transform. This difference is not very im-
portant though: the inverse Fourier transform differs from the Fourier trans-
form only by the inversion of its argument and the multiplication by a suit-
able constant factor.) The four-vector g; corresponds to the four-momentum
flowing from the vertex?® j + 1 corresponding to the field ¢;41 in (2.78) to
the vertex j corresponding to the field ¢;. For the point (g1, ...,qn—1) to be
in the support of W, each ¢ (k = 1, ..., N — 1) must lie inside the spec-
trum of the four-momenta of the physical states. We will provide arguments
for both of these claims in a moment, but for now let us just take them
for granted. Now, the four-momentum of a physical state must be either
time-like or null and must be future-pointing. (Except for the vacuum, the
four-momentum of which is zero.) This means that if each of ¢, ..., gnv—1

19A derivation of this well-known property is presented near the end of this section.
20Note that these are not vertices in the (sums of the) usual Feynman graphs, because
we are considering fixed-order Green’s functions.
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lies in the four-momentum spectrum of the states, then each g is either
inside or on the future light-cone. In other words, ¢, € Vi for all k. This
means that the support of W lies in T';.. Theorem 3, and the discussion that
followed it, then imply that

1

mﬁ [W (QIa'--aQN—l)} (—x1, ., —xN—1) (2.80)

W(.I'l, ...,.Z‘N_l) =

is analytic in R*N-1 —1 . (Note the minus sign in front of the I}, and
the related minus signs in the argument of the Laplace transform on the
right-hand side of (2.80). This is because to obtain W from W we need to
apply the inverse Fourier transform, and this results in the sign reversal of
the variable of the corresponding Laplace transform.) Theorem 4 gives us
some information about the boundedness properties of this analytic function
W(zx1,....,xn—1), and Theorem 5 says that in the limit when we approach
the real hyperplane we recover the tempered distribution W (x1,...,xn_1)
defined in (2.78).

Let us now explain in what sense can we consider the four-vector ¢; in
(2.79) as representing the four-momentum flowing from the vertex j + 1 to
the vertex j. It will be good to start by considering the momentum-space
representation of (2.77),

/d4y1 dhyye X apavs (Wo, p1(y1) - - dn(yn) o) . (2.81)

Here the four-vector p; represents the four-momentum exiting®! the ampli-
tude at the vertex j. To relate the Fourier transform (2.81) to W, we first
change from the variables v, ..., ynx to the set consisting of yn and the
variables 1, ..., xxy_1 introduced earlier. In terms of these new variables

21Tt may be somewhat confusing to decide which sign corresponds to the four-momentum
entering the amplitude and which sign corresponds to the four-momentum exiting the
amplitude. Here I provide a mnemonic-like argument that could be helpful. (See also the
discussion of the transformation properties of amplitudes under space-time translations
at the end of this section.) The matrix element (¥o, ¢(x)¥1) — where ¥y is the vacuum,
U, is a single-particle state containing a particle n of four-momentum p = (E,p), and
where the field ¢ annihilates this particle — represents a particle that travels to the
space-time event x where it is annihilated. That is, at = the four-momentum p exits
the amplitude. The phase of a particle of four-momentum p depends on the position x
as exp(—iEz® + ip - x) = exp(—ipz) — one can recall this by recalling that the time
evolution of such a particle is given by the factor exp(—iFt) — and this is also the x
dependence of the matrix element. To transform to the momentum representation at
this four-momentum — that is, to isolate this value of the four-momentum — we must
multiply the matrix element with exp(iEz® — ip - x) = exp(ipz) and integrate over d*z.
This means that multiplying a vertex at = with exp(ipz) and integrating over z extracts
the four-momentum component in which the four-momentum p exits the amplitude at
that vertex.
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the variables y1, ..., yn can be expressed as
YN = YN, (2.82)
YN-1 = ZN-1T+YN, (2.83)
YN—2 = TN-2+TN_1+ YN, (2.84)
(2.85)
y1 = x1+x2+--+TrN_1+ YN (2.86)

The momentum-space matrix element (2.81) can then be written as

/d4y1 dhyne' 2= PiYs (Yo, d1(y1) - - o (yn) Vo)
— /d4yNd4:cN_1 B 'd4xlei(pNyN+pN_1(xN—1+yN)+---+p1(x1+---+y1v))
X (o, p1(x1 + 224+ - +yn) ... on(yn)¥o) . (2.87)

To proceed further, we use the translation-invariance property of vacuum
expectation values, which implies that if we shift all the field-coordinates y;
by the same amount —yy — that is, if we substitute y; — y; — yn for each
j=1, .., N — then the amplitude does not change,

(Po,p1(z1+ - +axn_1+yn)P2(z2+ -+ xn_1 +Yn) ... On(yn)Po)
= (Yo, p1(x1+ - +an_1)pa(za+ -+ axNn-1)...68(0)T). (2.88)

After substituting this into the right-hand side of (2.87) the integral over
the variable yy becomes trivial, and we obtain
4 4 ZZN PjYj
d*yr...dyne ==t (Vo, ¢1(y1) . .. &N (yn) Vo)
= (271-)454 (pr+ -+ pN) /d4xN,1 o d4$1ei(pN71$N71+”'+pl($1+"'+-TN—1))
X (Yo, ¢1(z1+ -+ an-1)...on-1(zNn-1)¢Nn(0)¥0) . (2.89)

Comparing the integral on the right-hand side with the definition of W in
(2.79), we see that

/d4y1 dryne' 2y PiY (Yo, 91(y1) - - - o (yn) Vo)
= (2m)** (p1 + - +pN) W (p1,p1 + D2y s p1 + - +py_1) . (2.90)

Note the presence of the four-momentum-conservation delta function.

The equation (2.90) shows that the four-momentum ¢; of (2.79) is equal
to p1, the four-momentum exiting the amplitude at the vertex 1, the four-
momentum ¢2 is equal to p; + p2, the sum of four-momenta exiting the
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amplitude at the vertex 1 and the vertex 2, etc. Now, if we adopt the
picture that at each vertex j the four-momentum arrives from the vertex
j + 1, which is just to the right of the vertex j, and then either directly
exits the diagram as p; or flows further left into the vertex j — 1, and if
we also assume?? that the four-momentum is conserved at each vertex, then
we can easily see that the four-momentum g¢; corresponds to the flow of
four-momentum from j + 1 to j. For, if the four-momentum is conserved
at each vertex and flows from right to left, then the four-momentum that
flows into the vertex j from the vertex j + 1 must be equal to the total
four-momentum that leaves the amplitude either at the vertex j or at some
other vertex further downstream. That is, it must be equal to the sum
pj +pj—1+ -+ p1. But according to (2.90) this is just ¢;, which therefore
does indeed represent the four-momentum flowing into the vertex j from the
vertex j + 1.

Next we turn our attention to the more important part of the preceding
argument: we need to show that if any of the g;s lies outside of the spectrum
of the four-momenta of physical states then the distribution W(Ql, vy qN—1)
vanishes. For this purpose we need to consider a complete basis {¥,} of
physical states consisting of eigenvectors of the operator P* of the total
four-momentum,

PO, = phl,, (2.91)
(Wy|W,) =0 if a # b, (2.92)
nf(i) W) (W] = 1. (2.93)

The first one of these equations expresses the condition that the states are
eigenvectors of the operator P, and p/ stands there for the total four-
momentum of the state W,. The second equation indicates that the states
in {¥,} are orthogonal, and the third equation represents the completeness
relation for the basis — it says that if we sum over the intermediate states
in {¥,} we recover the identity operator 1. The symbol [ da is meant to
represent the integral over all continuous labels as well as the sum over all
discrete labels in the multi-index a. We added an extra factor 1/m(a) to
account for the possibility that a non-trivial measure needs to be employed in
this integration. (This, of course, depends on the normalization of the states
in {¥,}.) Now we can insert this sum over the intermediate states {¥,} in

22From what has been said so far these are just assumptions. After all, we have not even
specified what exactly do we mean by diagrams that would correspond to the fixed-order
Green’s functions.
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between any two neighboring operators in (2.81). We obtain??

/ rrii) / dhyn ... et =P (B, b (1) - . b () o)
X (Vq, Ok+1(Ykt1)ON (yn)¥o), (2.94)

where the sum over intermediate states has been inserted between the k-th
and the k+1-th member of the product. The conservation of four-momentum
requires that

/d4y1 L dhye i i (Vo, p1(y1) - - - Pr(yr)¥a) (2.95)

vanishes unless p, = p1 + - -+ + pg. Similarly,

/d4yk+1 dhyne' 2ty PaYi (Yo, Grt1 (Y1) On (yn) ¥o) (2.96)

vanishes unless p, = —pr+1 — - - - — pn. These two conditions are equivalent
because of the conservation of the total four-momentum,

pr+---+py=0,

which is enforced by the delta function in (2.90). Furthermore, as we can also
see from (2.90), both these conditions can be expressed as saying that the
matrix elements (2.95) and (2.96) vanish unless p, = gx. This implies that
if there is no state ¥, for which p, = ¢; then the whole sum over the inter-
mediate states in (2.94) vanishes. The same argument applies also to every
other ¢;. Hence, the support of (2.81) is restricted to those lists (p1,...,pn)
for which each ¢; = p1 +---+p; (1 <j < N —1) lies in V... Finally, the
equation (2.90) then implies that the same holds for W (qi, ..., gn—_1).

In the preceding argument, as well as several other places in this thesis,
we have employed the properties of momentum conservation and/or trans-
lation covariance of matrix elements of products of field operators. It may
be a good idea to present here a simple derivation of those properties. The
four-momentum operator P* is the generator of translations in space and
time. (The symmetry of a physical theory under such transformations then
implies that this operator is conserved.) This means that for any state ¥
and any infinitesimal interval dz* the state

(1+iP'dz,)V, (2.97)

23In the current section we strive for a somewhat higher level of mathematical rigor than
in the rest of this work. For this reason we should at least remark that this argument is not
completely valid: there are issues related to the fact that some of the intermediate states
are not normalizable. For a discussion of this issue see [5] and especially the references
cited therein.
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corresponds to the same physical system as that described by the original
state U but as seen by an observer located at the position zff — dz*, shifted
by —dz relative to the position x( of the original observer. (In other words,
it corresponds to the coordinate transformation x# — x* + dx*. Here the
transformations are considered as passive.?? If, instead, we interpreted the
transformation in the active sense, then the effect of (2.97) would be to shift
the physical system by +dz.) Accordingly, for any field ¢(x), we have

¢(x + dx)(1 +iPtdx,) = (1 + iPldx,)d(x). (2.98)

That is, shifting the reference frame by —dx and then applying the field at
x + dz (in the new coordinates) is the same as applying the field at x (in
the old coordinates) and shifting the reference frame only afterwards. This
equation is equivalent to the commutation relation

[P¥, o) = —z‘a‘;m). (2.99)

Consider now any matrix element of a product of field operators

(Yo, d1(y1) - - - ON(yn)¥a) (2.100)

between two eigenstates of P*. Since ¥, and V¥, are four-momentum eigen-
states, we can write

(U, [P*, d1(y1) - - On(yn)] Wa)
= (po — pa)" (Up, $1(y1) - - N (yn)¥a), (2.101)

where p, and pp are four-momenta corresponding to the states ¥, and ¥y,
respectively. However, using the equation (2.99) we also have

(W, [P, 1(y1) - - ON (yn)] Wa)

=—i (351“ + -+ 8;1,,) (p, 1(y1) - - - ON(yn)¥a) . (2.102)

24A passive symmetry transformation corresponds to a change in the way in which
we describe the system, such as a change of coordinates. These transformations do not
have any influence on the physical system itself. Active transformation are understood
differently: under these transformations the way in which we describe the system remains
unchanged and it is the physical system itself what undergoes the transformation. These
two concepts are closely related. For example, the passive transformation of rotating our
frame of reference clockwise by an angle « is equivalent to the active transformation of
rotating instead the physical system in the opposite direction, that is, counterclockwise
by the angle a. Also, to see that the sign in (2.97) is correct, consider a translation
in the time direction corresponding to dz* = (d¢,0). The expression (2.97) then reads
(1 +iP%xo)¥ = (1 +iP°d2°)¥ = (1 +iHdt)¥. Since the time evolution of state is
exp(—iHt)WU, if U is the state of system at time ¢ = to then the state (1 + iHdt)¥
corresponds to the same system but as observed at the time ¢ = to — dt. That is, the
observer shifted her location in the space-time by —dt along the time-axis, or, in other
words, by —dz"; just as we claimed below (2.97).
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Comparing these two results we see that the matrix element satisfies the
differential equation

(P — pa)* (Tp, P1(y1) - - - ON(YN)Va)

0 0
=—1 <ay1'u + -+ (9yNM> (\Ilba ¢1(y1) s CbN(yN)\Ila) . (2'103)

We can write the solution of this equation in the form?®

(Wp, ¢1(y1) - - - On(Yn) ¥a)
= /P PuYN (T 1 (y1 — yn) - - dv—1(yn—1 — yN)ON(0)T,) . (2.104)

Note that the same argument also applies to matrix elements of time-ordered
products of field operators. To summarize, we found that if a matrix element
of any product of field operators — either fixed-ordered or time-ordered
— is taken between four-momentum eigenstates ¥, and W¥,, then under
overall translation of all space-time arguments of the fields, such as yp —
yr+ Ay for all k, it transforms by simply acquiring a phase factor of the form
exp (i(pp — pa) - Ay). In particular, vacuum expectation values are invariant
under such translations: they depend only on the differences between the
field coordinates.

From the transformation law (2.104) we can derive the conservation of
four-momentum. Multiplying both sides of the equation by exp (i Y p;y;)
and integrating over all variables y; we find that the integral over yy on
the right-hand side is trivial and leads to the four-momentum-conservation
delta function,

/d4y1 dryne' 2= PiY (y, p1(y1) - - ON(yn)Va)
- /d4?JNd4 (1 —yn) .- d* (yn—1 — yn) ' Po—PatPrtPN N

X ei Zjvzzl P; (Y —yn) (\I}l” ¢1(y1 — yN) C. QSNfl(nyl — yN)¢N(O)q1a)
= (2m)*0* (B + p1+ - + DN — Pa) / dyr . dhyy el it P
X (Up, 1 (y1) ... dn—1(yn—1)dn(0)¥,) . (2.105)

250r, more generally, the solution is

,L. —Pa 4 #
(o, 01(y1) .. N (Yn) V) = " PP PV Fyy — gy L),

where y is any weighted average of y1, ..., yn,

N
v=>_ oy,
j=1

for some real o satisfying » . o; = 1, and the function F' depends only on the differences
of the variables y1, ..., yn.
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The matrix element therefore vanishes unless py +p1 + - - - + pny = po. The
total four-momentum exiting the amplitude, either at any of the vertices
(as p1 to py) or in the final state (as pp) must be equal to the incoming
four-momentum p,.

There is one more issue that needs to be mentioned. We have seen that
the functions W (z1, ..., zy—1) are analytic on the tube R*N=1) 4T, . How-
ever, this domain of analyticity can be extended even further if we make full
use of the fact that the fields that appear in the products of the form (2.77)
are covariant under the restricted subgroup of Lorentz transformations.26 It
can be shown that the Laplace transforms W are analytic and single-valued
on a larger set called the extended tube. The extended tube consists of all
points that can be reached by any proper complex Lorentz transformation
from any point in R*™ =1 —iT", . Functions W transform covariantly on this
extended tube. This uniqueness and analyticity on the extended tube, to-
gether with the covariance under complex Lorentz transformations, is used
in many applications, although often just implicitly. Let us also note that
unlike the original tube R*N=1) —4I", = the extended tube contains some
real points, that is, it contains vectors whose all components are real. These
real points are called Jost points, and the knowledge of their existence can
be exploited in various ways. For example, the fact that the functions W
can be extended to this real environment can be used to show?’ that Ws
that correspond to different permutations (orderings) of fields in (2.77) are

analytic continuations of the same analytic function into different regions of
CcAN-1)

26Recall that restricted Lorentz transformations are those (real) Lorentz transforma-
tions which are both proper — their determinant is +1 — and ortochronous — their
component A% > 1. In some cases the fields are covariant under a larger group of Lorentz
transformations, for instance, the group that also contains space inversions.

2TTo provide a rough idea of why this is true consider the simple case of products
containing only two fields,

Wi(yr —y2) = (o, ¢1(y1)¢2(y2)Po),
Wa(y2 —y1) = (Yo, p2(y2)¢1(y1)Po) .

Denote x = y1 — y2. Now, any Lorentz transformation, either real or complex, must
preserve the invariant square z2. Since points of the extended tube are obtained by
Lorentz transforming points from the original tube R —¢V_., for any point on the extended
tube with some value of 2 there must be a point on the original tube with the same value
of 2. Jost points are real, so for them 2 must be real, and for each Jost point there must
exist a point in the original tube with the same value of 2. But for a point z = £ — in in
the original tube R—4V/ the condition that 2* = £ —n?—2i¢-n is real implies that £-1 = 0.
But n € V4 is time-like, and so & must be space-like. As a consequence, any such real
2% = €% — n® must negative. At Jost points the separation between y; and y» is therefore
space-like and the condition of local commutativity yields Wi(y1 — y2) = Wa(y2 — y1).
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2.4 Field theoretic argument for the existence of
poles

In the previous section we have introduced methods that can be used to
show that Fourier transforms of various quantities are boundary values of
analytic functions, provided that those quantities vanish on suitable sub-
sets of their domains. We then proceeded to apply those methods to the
case of vacuum expectation values of fixed-order products of field operators.
Since these functions (or rather distributions) depend on space-time coordi-
nates of the fields, they are sometimes referred to as being expressed in the
space-time representation or in the coordinate representation. Their Fourier
transforms depend on variables that represent various four-momenta, and,
accordingly, they are sometimes referred to as being expressed in the mo-
mentum representation.

As we saw, the fact that the coordinate-representation fixed-order prod-
ucts were boundary values of analytic functions depended on particular re-
strictions satisfied by the support of their Fourier transforms — their mo-
mentum space counterparts. The support of those momentum-space matrix
elements was restricted to those regions in which the four-momentum flow-
ing between adjacent vertices fell into the energy-momentum spectrum of
physical states.

Of course, we can try to argue also in the opposite direction: if we man-
aged to establish suitable restrictions on the support of matrix elements in
the space-time representation, then analytic properties of matrix elements in
momentum-space representation would follow. In fact, we briefly mentioned
how to do this in the case of time-ordered products. At the end of the sec-
tion 2.1 we considered a simple example of how the support of certain parts
of such a product was restricted by the condition of microscopic causality.

In the present section we will continue investigating this kind of matrix
elements. That is, we will focus our attention on products that are time-
ordered. However, while until now we have been mostly interested in showing
for some matrix element that it s analytic in a certain region, in the present
section we are instead going to start investigating the other side of that same
coin: we will be interested in a particular condition when the matrix element
is not analytic. What we will find is that such matrix elements contain poles,
which correspond to single-particle states.

In fact, although we will not discuss it here in greater detail, apart from
poles corresponding to single-particle states, several other types of singulari-
ties are known to be present in Green’s functions. These usually correspond
to branch points and are related to processes involving several particles. At
the level of Feynman diagrams they can be detected by the application of
the Landau conditions, which we briefly mentioned in the section 1.4, and
which we will also discuss in the section 2.5. They can be interpreted in
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terms of processes involving classical propagation of several on-shell parti-
cles,?® as was realized by Coleman and Norton [15], and this point of view
lends itself quite well to attempts at a generalization to non-perturbative
settings. In any case, by these or some other kinds of arguments one can
attempt to establish a procedure to determine a set of known singularities.
It then may be reasonable to simply assume that the actual amplitude is
analytic everywhere else except for that set of singularities. This is known
as the principle of mazimal analyticity.

Returning to our topic, we are now going to concentrate on vacuum
expectation values of time-ordered products of field operators, such as

(Wo, T{1(y1) ... én(yn)} Vo) - (2.106)

As we already mentioned, by the application of the LSZ reduction formula to
vacuum expectation values such as (2.106), one can obtain matrix elements
of time-ordered products between any asymptotic states, including the S-
matrix. The expectation values (2.106) are often referred to as the (space-
time representation/coordinate-space) Green’s functions. We are interested
in exploring the presence of poles in their Fourier transforms. That is, we
are going to investigate momentum-space Green’s functions, such as

G(Ql?' . aQn) =
/d4y1 codlyn TV (W, T{d1(y1) - - dn(yn)} Wo) . (2.107)

Here, ¥y is the true vacuum state and ¢; are fields expressed in the Heisen-
berg picture. (Our findings, however, apply also to matrix elements con-
taining free-fields and free-particle vacua, since those simply represent the
special case of a theory of non-interacting fields.) As was already explained
in the previous section, the four-momentum g; in (2.107) corresponds to the
four-momentum that exits the amplitude at the vertex j.

Now suppose that there is an integer a, 1 < a < n, and a single-particle
state ¥y , that has non-vanishing matrix elements both with ¢q41...¢,%g
and with ¢] ... ¢J{\I’0. Our result is then that if we consider G as a function
of ¢?, where

=@+ +d=—Gat1— "~ n, (2.108)

then G has a pole at ¢> = m?, where m is the mass of the particle cor-
responding to the state ¥, ,. Furthermore, the residue of this pole can
be calculated using the usual Feynman rules as if a field for that particle
(represented by ¥y, ) was present in the Lagrangian. (To provide a fully un-
ambiguous statement of this result would require a bit more care than what

21n addition to the original work [15], this criterion is explained also in many textbooks
or lectures, such as [1, 4]. In the context of the Libby-Sterman analysis, and with an
illuminating discussion of the coordinate-space representation, it is explained and used in
the textbook [7]. See also [6].
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we will offer. Our main purpose is only to show that the aforementioned
pole is indeed present in the amplitude.)

To specify the value of the residue we will use matrix elements between
asymptotic states. These depend on the normalization of those states. Fur-
thermore, any precise statement of the Feynman rules also depends on var-
ious conventions. For the purposes of this section we will therefore need to
choose between various popular conventions. Since our treatment will closely
follow that of [9], T will adopt the convention from that book, except that
for the reader’s convenience I will keep using the metric diag(1, —1,—1,—1)
instead of switching to the metric diag(—1,1,1,1) of [9].

We will normalize single-particle states to the delta function:

(‘I’p/7o'/,n/a ‘ljp,o,n) = 5n’n 5010 (53 (p/ — p) , (2109)

where W, corresponds to a single particle of type n, spin z-component
(or helicity) o and three-momentum p, and similarly for Wp/,/,,,. This leads
to particularly simple commutation or anti-commutation relations for the
corresponding creation and annihilation operators, which are just

[a(p70_7n)7 a(plaglan/)]i - 07 (2110)
[a'(p.oyn), a' (0" 0)] = 0, (2.111)
[a(p, o,n), aT(p’,o',n’)}i = Opwn 000 05 (p' —p).  (2.112)

Another advantage is that if we sum over intermediate states (such as in
(2.93)) from a basis that satisfies this normalization convention then the
summation over the single-particle sector does not include any additional
measure factors. That is, we have

1=)" / &P [Ypon) (¥pon| + asum over multiparticle states. (2.113)
n,o

However, there is a price that we pay for this convenience. The unitary
operator U(A), which corresponds to a restricted Lorentz transformation
x — Az, does not transform V¥, directly to a superposition of ¥, 5,
that would be given only by the transformation properties within the ap-
propriate little group, but the state also acquires an additional, energy-
dependent factor. (Here, py stands for the space components of the four-
vector Ap: Ap = ((Ap)°, pa).) More specifically, we have

Ap)° ;
UN)Vpopn = \/(po) 3" DY (WA, D) Up, orns (2.114)

where j is the spin of the particle n, W(A,p) is the Wigner little group
transformation corresponding to the Lorentz transformation A applied to
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the four-momentum p, and D((TJ/ZT is the spin j representation of the little
group. (This is for massive particles. The little group then consists only of
rotations. Massless particles must be treated somewhat differently. These
issues are not directly related to our present topic, so I do not explain them

here. They are introduced in detail in Chapter 2 of [9], or also in [5].)
While the superposition >, D((TJ,) (W(A,p)) ¥p, o/.n is a direct consequence

g
of Wigner’s construction of the (infinite-dimensional) unitary representation
of the restricted Lorentz group, the extra factor (Ap)o /p® results from our
particular normalization convention. From this point of view the normal-
ization (2.109) may appear as perhaps being not particularly natural, even

though it is convenient.

Furthermore, in order to speak explicitly about the Feynman rules, we
also need to fix the convention for the coefficient functions of the annihilation
and creation operators that appear in the free versions of the fields ¢;. We
will write a general Lorentz-covariant free field ¢;; describing a particle of
species n in the form

¢rj(x) = (27:)3/2 zo:/d?’p {Uj(p, o)e Pra(p,o,n) + v (p, U)eimcﬁ(p,o7 nc)} i

(2.115)
Here, n® is the antiparticle for n, and the operators a(p, o, n) and a'(p, o, n°)
annihilate and create the corresponding free particles. The coefficient func-
tions u and v depend on the type of the field. For example, for a scalar
field we have u(p) = v(p) = 1/1/2p°, where p” = \/p? + m2. The field ¢y,
may transform according to any representation of the Lorentz group. Note
that here the coefficients u, v are just complex numbers, and not tensors or

spinors. That is, the field ¢;; can be also thought of as a component of a
field.

The definition (2.115) fixes the convention for the coefficient functions.
[This is because up to its overall normalization the field itself is fixed by
its properties under Lorentz transformations and translations. Its nor-
malization is in turn determined by the canonical commutation or anti-
commutation relations. The right-hand side of (2.115) contains only two
kinds of not fully specified quantities: the coefficient functions and the cre-
ation/annihilation operators. But the creation and annihilation operators
become fully specified once a normalization of single-particle states, such
as (2.109), is selected.] Now that we are equipped with the conventions
(2.109)—(2.115), the Feynman rules follow in principle unambiguously (ex-
cept for the choice of gauge, etc). In particular, we can now specify the free
propagator in terms of the coefficient functions u and v. The propagator
between two free fields can be defined as

D (2, y) = (U5, T{én(x)orh, () }5*), (2.116)
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and expressed in the form

. i 1+ P (q)eia@=v)
iAim (2,y) = @ /d Tt e (2.117)

where Py, is a polynomial in the components of ¢. On the mass-shell, this
polynomial is given in terms of the coefficient functions as

}Dlm(qa v a 2+m2 _2\/p2+m2zul q,0 q7 )7 (2118)

and can be continued to off-shell momenta covariantly.?”

Now we are ready to state and interpret the result regarding the value of
the residue. The full result is that if there is a single-particle physical state
Uy, o that has non-vanishing matrix elements both with ¢qy1...¢,¥g and

with ¢] .. .qﬁI\IJO, then the amplitude G, defined in (2.107)

G(ql) cee 7Qn
/ dyy ... dYy, S (g, T {1 (51) . dayn)} To),

when understood as a function of ¢, with the variable ¢ defined in (2.108)

¢=q+ " +¢a=—Gat1 =" — n;

has a pole at ¢> = m?, and its residue is given by
2\/q +m 74
(2m)'o

2 —m?2 —i—ze

X Z MO|q,o‘(Q2a R 7qll)Mq70'|0(q(l+27 <o ,Qn) (2119)

(n+ -+ an)

i
?—=m?  q

Here My|q,, and Mg (o are defined by

/ dyr .. dhyec 69 (o T {é(51) .. da(ya)} Yao)
= 2m)'Na + + o — O)Mojqo(a2, - ¢a), (2.120)

29 Arriving at these covariant propagators is not always straightforward. If we apply the
usual operator techniques to the definition (2.116) we can obtain a non-covariant result.
This can be dealt with by adding suitable non-covariant terms to the interaction density
that effectively cancel out the non-covariant terms in the propagator and restore the
Lorentz-covariance of the resulting Feynman rules. If we start from a Lorentz-invariant
Lagrangian density and use the canonical formalism to derive the interaction density,
then these non-covariant terms needed to restore the covariance of the propagator appear
automatically. However, to obtain covariant Feynman rules it is usually more convenient
to simply use the path-integral methods and avoid all the aforementioned difficulties.
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and

/d4ya+1 x -d4yneiqa+lya+1 . elntn (Y00 T {Pat1(Ya+1) - - - Pnlyn)} Vo)
= (277)454(Qa+1 +eoo et Q)Mq,a|0(Qa+2a s qn)- (2.121)

As we partially discussed in the section 2.2, the equation (2.120) means
that

(2m) 6% (g1 + - + ¢a — @) Mojqo (@2, - - -, Ga)

corresponds to the sum of all Feynman diagrams in which a single external
line corresponding to the particle ¥ , enters the diagram and which have
a external vertices corresponding to the operators ¢1, ..., ¢, through which
the four-momenta g, ..., g, leave the diagram, but with all bubble subdia-
grams excluded. Similarly, (2m)*6%(...) Mg ,j0(qa+2; - - - qn) corresponds to
the sum of diagrams with a single external line of the particle ¥ , leaving
the diagram and n—a extra vertices ¢441, ..., ¢, through which the momenta
Qa+1, ---5 Gn €xit the diagram, with all bubble subdiagrams excluded.

To better appreciate the result (2.119) let us suppose for a moment that
there is a field in the Lagrangian (and the Feynman rules) corresponding to
the particle of ¥q,. With the commutation relations of the form (2.110)—
(2.112) and the definition of the coefficient functions implicit in (2.115), the
(momentum-space) Feynman rules associate with the external particle line
in (2m)*64(... ) Mp|q,, the kinematic factor

1

7(27r)3/2u(q, o). (2.122)

Similarly, the external line of (2)*6% (... ) M 4|0 yields the factor u*(q, o)/ (2m)3/2,
Consider now the expression

> [@m) "6 a + - + 4o — ) Mojqo(aa, - - 40)]

g
1 1
X -
(2m)4 %2 — m? + ie

X |:(27T)454(Qa+1 + e+ Q)Mq,o\O(Qa+27 cee aQn)} .

(27)24¢° (2.123)

The external particles lines from the two expressions in the square brackets
each contribute with the factor of (2r)~3/2. This cancels the factor of (27)?
in the middle line of (2.123). These two external lines also contribute the
factor u(q, o)u*(q, o). But the middle line of (2.123) contains the factor 2¢",
and according to (2.118), this factor, together with u(q, o)u*(q, o) from the
external particle lines, yields simply P, after we sum over the quantum
number o. But (2.117) then implies that the middle line, together with the
factors from the external particle lines, corresponds after the summation
over ¢ just to the momentum-space propagator of the particle represented
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by Wq.s! This means that in terms of Feynman diagrams (2.123) corresponds
to the sum of all Feynman diagrams (excluding bubble subdiagrams) that
consist of two parts, one having a external vertices corresponding to fields
o1, ..., D, and a single external propagator line corresponding to the par-
ticle of Wq ,, which connects it to the second part of the diagram, which
except for this external propagator line also contains n — a external vertices,
corresponding to fields ¢qy1, -, Gn.-
Now, if we integrate (2.123) over d*q we obtain

/d4qz [(%)454((11 + ot e — O Mojqe (g2 - - - Qa):|

i (27)32¢°

X G P i 1 ie [(27r)454(qa+1 + 4 g+ O Mg opo(Gata; - - Qn)}

0

12q
— (27)7 5% e
(2m)"6% (qn + +qn)qg_n,b2+i6

X Z M0|q,0'(q27 e 7qa>Mq,U|0(qa+27 cee 7QTZ)7 (2124)

where ¢ = ¢1 + -+ + q4. This is the same as the limit in (2.119). Hence,
in the limit of ¢> — m? the pole structure of the full unperturbed ampli-
tude G is the same as would arise from the propagator of the particle ¥
connecting the first a and the last n — a vertices. It is important to realize
that this is true even if there is no field of the particle of mass m in the
Lagrangian. That is, the pole structure is the same even if the particle of
the state ¥, is a composite particle, a bound state of particles whose fields
do appear in the Lagrangian. The only thing that matters is that there is a
physical state Uq , corresponding to that particle. This also implies that if
there is a field in the Lagrangian whose associated particle is not observed
in the physical spectrum, then the corresponding pole should not appear in
the full Green’s function (2.107). To illustrate this point with a well-known
example, consider the theory of quantum chromodynamics. In that theory,
the product (2.107) of quark and/or gluon fields should contain poles corre-
sponding to mesons, such as m- or K-mesons, or baryons, such as nucleons
or hyperons, but should not contain quark or gluon poles, because due to
the color confinement those particles do not appear in asymptotic states.

Let us now proceed with the proof. Our assumption was that both the
matrix elements (Vp 5, ¢at1 ... 0n¥o) and (Yo, ¢1 ... ¢e¥p,s) do not vanish.
For this reason we restrict our attention only to those regions in the integral
(2.107) where in the time-ordered product all the operators ¢1, ..., ¢, appear
to the left of the operators ¢q41, ..., dn

G = /d4y1 dby, 0 (min(y?, ooy = max(y2+1, cee yg)) gyt | glnyn

X (Wo, T{d1(y1) - .- dn(yn)} Yo) + other contributions. (2.125)
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Here “other contributions” refers to the contribution of the rest of the in-
tegral, when min(y?,...,30) < max(yd,,,...,y"). Because of the explicit
ordering enforced by the theta function we can split the time-ordered prod-
uct into two parts

0 (min(yf, . y9) — max(yd 1, u0))
X T{¢1(y1) - - ba(Ya)Pat1(Yat1) - - - Pnlyn) }
= 0 (min(yf, .., 99) — max(ylsr, - 00))
XT{P1(y1) - Pa(ya)} T {Pat1(Yar1) - nlyn)}-

This allows us to insert the summation over a complete set of intermediate
physical states {¥,} in between T {¢$1(y1) ... ¢a(¥a)}

and T {¢a+1(Yat1) - - - dn(yn)},
T{o1(y1) - ba(ya)} T {bas1(yat1) .- dn(yn)} =
T {6100 - 6aln)} ( [ dala) (Wal) T {610t - 60(00)}

Here the integral [da symbolizes integration over continuous labels and
sums over discrete labels in the multi-index a. (Note that unlike in (2.93)
we did not explicitly indicate the presence of a non-trivial measure. This is
because at present we are following the normalization convention (2.109).)
We choose the set {¥,} such that it includes the states ¥ ,. Now we can
further restrict our attention and among all the states in [ da |V, ) (¥,| focus
only on the states ¥q . In this manner, we write

G= /d4y1 . dYynb (min(y?, T max(yg_H, ceey y2)> ey glanyn
<3 [ a0, T {(G1(01)- - dalye)} Vo)

X (Yo, T{Pat1(¥a+1) - - Pn(yn)} o)
+ other contributions, (2.126)

where the “other contributions” now contains not only the integration over
the region min(y?,...,y0) < max(y%,4,...,y5) but also the contribution
over the region min(yY,...,y2) > max(y2,,...,3") from the intermediate
states other than W ..

In our next step we need to make use of the transformation proper-
ties (2.104) of matrix elements between four-momentum eigenstates under
translation. They imply

(Wo, T {¢1(y1)9P2(y2) - - - Pa(¥a)} Ya,0)

g (2.127)
=e "W (U, T{1(0)p2(y2 — Y1) - - - Pa(Ya — y1)} ‘l’q,a)
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and

(V.05 T{Pat1(Yat1)Par2(Yar2) - - - dnlyn)} Yo)
='Wt (Vg o, T {Pat1(0)bar2(Yatr2 — Yat1) - - - On(Yn — Yas1)} Vo) -

(2.128)
We now make the following change of the integration variables3”
L1 = Y1,
T2 = Y2 — Y1,
o= Yo U (2.129)

ZTa+1 = Ya+1,

La+2 = Ya+2 — Ya+1,

Tn = Yn — Ya+1-

In these new variables, and after using (2.127) and (2.128), the equation
(2.126) reads

Gzz/d3q/d4x1...d4xn[

0 0 : 0 0 0 0
6 (:):1 — Ty +min(0,z5,. .., 2,) —max(0, 249, .. ,mn))
w @1t +a—q)T1 4ig2r2  (igaTagi(dat1+-Gnt@)Tat1 gigat2Tat2  oiGnn

X (W0, T{$1(0) .- da(®a)} Ya.0) (Va0 T {@at1(0) - - () } ‘1’0)}

+ other terms. (2.130)

The integration over the space components of 1 and x,1 is now trivial and
yields delta function factors (27)36%(q1 + -+ +qa — q) and (27)30%(qat1 +
-+ 4+ dn + q). These factors, in turn, make trivial the integration over q,

30These variables are not the same as the variables z; that we used in the previous
section.
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and we obtain

G = (27r)653(q1 4+ -+ dn) Z / d:n(l)d4:n2 ... d4xada:2+1d4ma+2 .. d4xn[

0 0 : 0 0 0 0
x 0 (wl — Ty +min(0, 23, ..., 2,) —max(0,z4,9,..., ))

rrn
X ei(q?+---+q27 V q2+m2)w(1)eiQZw2 L. ei(IafL‘a

X ei(Q2+1+---q9L+ q2+m2)$2+1eiQa+Qma+2 . iqnTn

..e

X (B, T {61(0) - 6ul0)} V) (Ve T {6041(0) .- én(2)} Wo) |

+ other terms, (2.131)

where q is now fixed at the value @ = q1 + -+ + q4. (Also not that since
g stands for the four-momentum of a real particle it must be on-shell.) We
still need to evaluate the integrals over z{ and z0 +1- In order to do so we
express the step function # in terms of its Fourier transform (1.54),

+o00 —iwt
o(t) = — / duw S

—271 J—oo w ~+ i€’

where the limit of ¢ — 07 is understood implicitly. Substituting this into
(2.131) yields

G = (27r)653(q1 +---4+dqn) Z/dwdm?d4x2 . d4xad:c2+1d4a:a+2 Cdrz,
ot
27 (w + i€)

« i@l t+ag—v/a*+m?-w)z] jiger2  idata

—iw [min(O,mg,...,xg)—max(07x2+2,...,w2)]

% oil@ar1t-antvVa*+m2+w)ag ) Jidatatart2 iqnn

...€

X (W0, T{$1(0) ... da(2a)} Ya,o) (Va0 T {dat1(0). .. dn(zn)} Yo)

+ other terms. (2.132)

It is now possible to perform the integration over z{ and ¥ 11, which leads
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to
G = (27?)754(611 +- - +aqn) Z / dwd*zs . . . d4xad4xa+2 . d4xn[

X 2m6(q) + -+ gg — /a? + m? —w)

(3
X a7 . N
27 (w + te)
X eiq2552 . eianaeiQa+2xa+2 . eiann

—iw [min(O,a:g ,...,xg)—max([),z2+2,...,;UQL)]

< (00,7 {61(0) - 6ul)} Vo) (Ve T {6041(0) .- én(2)} To) |
+ other terms. (2.133)

Finally, we can also integrate over the variable w to obtain

G=02m)"* g+ +qn) Z/d%g coditzadira g .. d%n{

(3
0 0 2 2 X
qi + -+ gy —vVa®+m= + e
% efi(qg+---+q27\/q2+m2)[min(O,xg,A..,mg)fmax(0,12+2,...,x%)]

X eiQQIQ . eiQamaeiQQ+2xa+2 . eiann

X (W0, T {1(0) .- ba(xa)} Va0) (Va0 T{Pa+1(0) - - - ¢n(n)} Wo)
+ other terms. (2.134)

At this point we are nearly finished. Let us denote the sum ¢ + - -- + ¢ by
¢°. Then we can write3!

1 1
A4+ — VA +mEie O — a2 +m?+ie
VAR +m?—ie ¢+ a2+ m?

(¢°)* — q% — m?2 + ie 2 —m?+ie

We are investigating the limit of G for g approaching its mass-shell, that is,
¢° > 0 and ¢> — m?. In this limit we can substitute /q2 + m?2 for ¢° in the
numerator of the previous equation. Furthermore, the leading part of the ex-

pression exp (—i(g° = V/a? + ) [min(0,5, . 42) — max(0,,. . 35)])

31Here we employ “allowed” manipulations with the “ie”-terms. These terms are meant
to shift the poles away from the contour of integration so that the overall integral is defined
as the limit of regular integrals for ¢ — 0. This has several consequences. In general,
we may ignore these terms in numerators. Furthermore, it is only important that € is a
small positive number, which means that for any positive real number x, we can substitute
TE —> €.
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in (2.134) is just 1. Altogether, we arrive at

G—— 2n0) 0 g+ + qn) Z / dizy. . d'zad Tays . .. d4xn{

g2 —m?
NrEwe . .
MGZQQIQ L e7IanueZQa+2$a+2 L. e“]nxn

< (U0, T {01(0) .90 00)} V) (Vo T {9041(0) - )} Vo).
(2.135)

where we have also dropped the “other terms” because those should not
(in the absence of degeneracy) produce any pole at the point ¢ = m?2,
(The terms corresponding to other single particle states produce poles at
different values of ¢2, while terms corresponding to multi-particle states lead
to branch points in ¢?. The terms corresponding to different time orderings
produce poles and branch points in other variables.) Thus, we have finally

obtained (2.119).

2.5 Normal thresholds

In addition to poles that correspond to single-particle states, another com-
mon type of singularity that appears in Green’s functions are branch points.
As we already mentioned, these can be usually interpreted as related to
processes involving two or more particles, and at the level of perturbation
theory we can detect them by the application of the Landau conditions. Our
aim in this section will be to introduce one particular kind of branch point,
called normal threshold. Other branch points are often called anomalous
thresholds. There is, however, nothing really anomalous about them, and
the terminology is due to historical reasons. Normal thresholds were the
easiest to predict and understand, because they follow in a relatively simple
way from the condition of unitarity. In the second part of this section we
will describe normal thresholds from exactly that point of view. But first
we will consider two very simple examples that are meant to indicate how
branch points appear in perturbation theory.

2.5.1 Branch points in Feynman integrals

There are various approaches to perturbation theory, with the most common
being the covariant formalism that we discussed briefly in Sec. 2.2. As a
rule, beyond the first order they usually lead to terms in which we integrate
over various loop variables. Integrals of this type are often called Feynman
integrals, and they are parametric integrals of functions that are analytic
except for a number of singularities, usually poles, the location of which
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Figure 2.1: The contour of integration as determined by the equation
(2.136). We integrate the function 1/(z — zp) along the straight line from
z = 0to z = 1. In the figure we located the pole at zy just above the
contour of integration. If we move it downwards as indicated by the arrow,
the integral (2.136) becomes undefined when the pole crosses the contour of
integration.

may depend on the parameters. Now we will proceed to indicate how such
integral may give rise to branch points.
Consider first the following integral

I(zg):/oldx

When z( is a real number between 0 and 1 (including the endpoints) then
the integral (2.136) is not defined, because at x = z( the integrand 1/(z—z)
becomes infinite. However, for any other complex value of zg the integral
(2.136) is well-defined and finite. In fact, in this simple case it is not difficult
to obtain the explicit solution,

I(zp) = log ( ) , 20 ¢[0,1]. (2.137)

This result is simple but we can learn a lot from it if we consider it carefully.
Notice, first, the following two things:

1

T — 2z

(2.136)

Z[)*l

o The integral (2.136) is a well-defined, single-valued function of zy on
C — [0,1]. The complex logarithm, which figures in its explicit solu-
tion (2.137), is however not single-valued and has one branch point.
Therefore, in order for (2.137) to really be the solution of the integral
(2.136) we must pick the correct branch of the logarithm. The inte-
gral (2.136) is not defined for zy € [0, 1], and the argument (2o — 1)/2¢
of the logarithm in (2.137) for such values of zy assumes values from
the interval (—oo,0]. This means that we must choose a branch of
the logarithm with the branch cut on the negative real axis. (Because
then the branch cut of the logarithm will be restricted to those values
of zp for which (2.136) is not defined, and the solution (2.137) will be
well-defined and single-valued on C — [0, 1].) Furthermore, considering
that for real zp < 0 the integral (2.136) must also be real, the correct
choice turns out to be the principal branch of the logarithm

log z = log |z| + i¢, with ¢ € (—m,7]. (2.138)
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Figure 2.2: An illustration of a continuation of I(zp), defined by the integral
(2.136), to a point on the original contour of integration. For this to be
possible, we first need to slightly deform the original contour before we
move the pole onto the interval [0,1]. In this way it avoids the pole as the
pole is moved to its target position at zp as depicted in the figure. (Note
that the original, undeformed contour is depicted in Fig. 2.1.)

o When considered as a function of its parameter zp, the result I(zp)
is analytic everywhere where the integral (2.136) is defined. That is,
the solution (2.137) is an analytic function on C — [0, 1]. This is not a
surprise, because the integrand 1/(x — zg) is an analytic function of z
everywhere except for its one simple pole at zp = z, and for zy ¢ [0, 1]
it is integrated, as a function of x, over a compact contour that does
not cross the singularity.

Using the branch of the logarithm defined in (2.138) the solution (2.137)
correctly describes the integral (2.136) everywhere on C — [0,1]. Notice,
however, that (2.137) is singular only at zp = 0 and zp = 1. We can
therefore analytically continue the solution (2.137) to and beyond all the
points on the interval (0,1). The maximal such a continuation leads to a
Riemann surface with an infinite number of sheets, directly inherited from
the Riemann surface on which the logarithm is defined. The interval [0, 1]
then becomes the branch cut on the first Riemann sheet, which corresponds
to the integral (2.136).

Now we are ready to ask the central question of this discussion. Is
it possible to interpret this analytic continuation in terms of the integral
(2.136)? The answer is yes, and, in fact, we have already discussed this
kind of interpretation briefly in Section 1.4. Consider the integral (2.136)
with zo positioned just above the contour of integration. (See Fig. 2.1.) As
we push the singularity at zg downwards, the integral becomes undefined as
soon as the singularity touches the integration contour. But recall that as a
consequence of the Cauchy’s theorem, any continuous deformation of the in-
tegration contour (with the endpoints fixed) does not change the value of the
integral as long as it does not cross any singularity of the integrand. Thus,
as zo approaches the line [0,1] we can deform the contour of integration
slightly downwards in order to avoid the singularity. (See Fig. 2.2.) This
defines an analytic continuation of (2.136). That is, in terms of the inte-
gral (2.136), an analytic continuation of I(zy) corresponds to an appropriate
deformation of the integration contour: as the location of the singularity at
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zo moves over the complex plane it pushes the deformation contour away.
Notice that this means that the location of the branch cut of an integral,
such as the branch cut of the function I(zg), is determined by the definition
of the original contour of integration, which in the case of I(zg) is given
by (2.136) as the interval [0, 1]. It is also important to recognize, however,
that it is only branch points that have the real physical significance. Branch
cuts must originate in branch points but otherwise they are quite arbitrary.
It is up to us to choose how to draw them, and different choices correspond
to different descriptions of the same mathematical structure. In this sense
the choice of a branch cut is somewhat similar to the choice of coordinates.

This point of view makes it also quite intuitive that the points zyp = 0
and zp = 1 are real singularities of I(zp). This is because the endpoints
of the integration contour are fixed, and we therefore cannot avoid crossing
the singularity if zg moves to either one of the endpoints. This kind of a
singularity of an integral is called the endpoint singularity.

Note that although in the simple case of (2.136) we could discern the
complete analytic structure of I(zg) directly from its explicit solution (2.137)
and (2.138), in more complicated cases an explicit solution may either be
unknown to us or it may be known but too complex to study directly. It
is then easier to study the problem in terms of the methods that we just
introduced. That is, it may be easier to study the analytic structure in
terms of the positions of singularities and allowed contour deformations in
the complex space of integration.3?

This representation of analytic continuations of integrals in terms of
contour deformations is also useful in situations when we need to calculate
discontinuities across branch cuts. We will illustrate this method on the

32Let me add two remarks. First, I think that the more important reason why this
formalism is superior to the direct analysis of explicit solutions is that it is universal. Even
if we were able to find explicit solutions to each problem of interest, we would (presumably)
do so for each such a problem, or at least a class of problems, on an individual basis. That
makes it difficult to formulate and prove general observations. (What does the solution
(2.137) tell us about general Feynman integrals?) On the other hand, the representation
in terms of contour deformations in the integration space is completely general and well-
suited for discovery of universal mechanisms behind the structure of singularities. One
could argue that it allows us to concentrate on the underlying physics without being
distracted by specific details of each particular problem. An important example of this is
the reformulation of the Landau conditions in terms of a classical propagation of particles
due to Coleman and Norton. This, however, brings me to the second remark. Most of the
examples that I provide in this chapter are in a single dimensional complex space. These
cases are simple to visualize and one can relatively easily construct very persuasive and
transparent proofs of various statements related to this approach. (Such as for instance
the sufficiency of Landau conditions for the existence of a pinch in the physical region.)
Realistic problems, however, are usually formulated in higher dimensional spaces and
working with those is much more difficult. The usual treatments currently present in the
physics literature do not really address this issue and as a result much of the transparency
of the single-dimensional examples is lost once the methods are applied in more realistic
settings.
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example (2.136), but before we do so, let us first make use of the fact that
in this case we know the explicit solution (2.137), (2.138). We will start by
calculating the discontinuity directly from this solution, and only afterwards
will we introduce and apply the general method that makes use of contour
deformations.

Consider two close values of zg of the form

2 =z e (2.139)
(

where 0 < x < 1 and € is small and positive. That is, ZO+) lies right above
the branch cut while zé_) is located below z(()+) on the other side of the cut.
The discontinuity across the branch cut corresponds to the difference in the
values of I at those two points in the limit of € — 0%. The explicit solution

(2.137) leads to

rtie—1
T =+ e

I(z + i€) = log ( > — log (z % i€ — 1)(z F i€)) — log(22 + €2).
(2.140)
If we retain only those e-terms that are relevant in the limit of € — 07 this

can be written as
I(z +ie) = log (2% — v + i€) — 2log . (2.141)

We use the principal branch of the logarithm (2.138), and in the limit e — 0"
we therefore obtain I(z +i€) = log((1 — x)/x) + im and I(z —ie) = log((1 —
x)/x) — imw. The discontinuity across the branch cut is therefore

I(x +ie) — I(x — ie) = 2mi. (2.142)

Of course, this is just the usual logarithmic discontinuity, but we needed to
be careful with the sign due to the non-trivial relation between zy and the
argument of the logarithm.

Our task now is to obtain an interpretation of this branch cut disconti-
nuity in terms of deformations of the integration contour. The discontinu-
ity (2.142) corresponds to the difference between the values of the function
I on the opposite sides of the branch cut. Of course, both these values are
taken from the same sheet. But the same discontinuity can also be inter-
preted as the difference between the values taken on the same side of the
branch cut but from different branches! This is because if we start at x + ie
and then move the distance 2¢ in the negative y-direction across the branch
cut, we arrive at the point x — e but on the neighboring branch. Let us call
this neighboring branch the second branch. Due to the continuity of analytic
continuation, the value of I(z — i€) on the second branch is essentially the
same as that of I(z +i€) on the first branch, at least in the limit of € — 0.
Thus, the equation (2.142) tells us that the value of I(x — i€) on the second
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Figure 2.3: An illustration of how to calculate the discontinuity across the
branch cut. If we start with the original contour of integration according
to (2.136) and with zg just above the contour as depicted in Fig. 2.1, but
then move the singularity across the branch cut into the lower half-plane,
we need to push the contour away to avoid the singularity. This is depicted
on the left-hand side. That integral therefore corresponds to an analytic
continuation from the upper half-plane through the branch cut [0,1]. The
value of this continuation is not the same as the value at the same zy but
on the original sheet — that is, the value of the integral when zy is as in
the present figure but the contour is the original one, as in Fig. 2.1. To
calculate the difference between those two values one just needs to notice
that according to the Cauchy’s theorem the integral on the left is the same as
the integral on the right-hand side. Consequently, the difference between the
values on two neighboring sheets is given by the residue of the singularity.

branch, which is given by I(x + i€) on the first branch, minus I(z — i€) on
the first branch equals 27i.

When stated this way, the discontinuity equation (2.142) can be inter-
preted in terms of contour deformations quite easily. This is illustrated in
Fig. 2.3. The value of I(z—i€) on the second sheet can be obtained by start-
ing at x+1ie on the first sheet and moving slightly in the negative y-direction
across the branch cut. For this we need to deform the integration contour
to avoid the singularity, as depicted on the left-hand side of Fig. 2.3. The
integral depicted on that side of the figure therefore corresponds to I(x — ie)
on the second sheet. As we can see, on this sheet the integration contour
goes below the singularity. In order to calculate the value of I(x — i€) on
the first sheet we would need to use the original contour of integration, as
depicted in Fig. 2.1. On this sheet the contour passes above the singularity.
Using the standard manipulations of integration contours and the Cauchy’s
theorem?? we can easily see that the difference between these two integrals

3370 obtain the integral over two contours on the right-hand side of the Fig. 2.3 from
the integral on the left-hand side of the same figure, it is enough to add to the deformed
contour on the left-hand side the “missing” section of the x-axis above the singularity
and integrate over it there and back. (Integrating there and back evaluates to zero and
the value of the overall integral therefore remains unchanged.) Now we just reconsider
this new contour as consisting of two parts: The first part is composed from those parts
of the original contour on the left-hand side that lied on the x-axis as well as the new
part integrated in the positive direction of the x-axis. This corresponds to the original
contour of integration from Fig. 2.1. The second part consist of the parts of the contour
on the left-hand side that were not on the x-axis — that is, of the curve below the x-axis
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Figure 2.4: A single-loop diagram in a ¢ theory of a real scalar field.

is just the integral over a small circle taken in the counterclockwise direc-
tion around the singularity, as depicted on the right-hand side of Fig. 2.3.
This means that the difference is 274 times the residue of the singularity,
which in our case of the integrand 1/(z — 2p) is just 27i. This confirms our
earlier calculation (2.142). This method can be generalized and leads to the
Cutkosky rules for the calculation of discontinuities. (See, e.g. [1].)

We have now reached the point that we have covered everything what
we planned to discuss regarding the branch structure of integrals of analytic
functions. The example (2.136) allowed us to discuss branch cuts in a very
simple setting, but its disadvantage was that it did not possess a structure
typical of a Feynman integral. For this reason we will now very briefly dis-
cuss a simple example of a Feynman integral. In a theory of a real scalar field
¢ describing a particle of mass m, consider the one-loop diagram depicted in
Fig. 2.4, which contains two ¢> interaction vertices and from which we am-
putate the two external propagators. The loop momentum [ flows along the
loop in the counterclockwise direction. Except for various constant factors
that are currently of no interest to us, the diagram contributes the value3*

1 1
I(p)= [ dUl .
(») / 2 _m2tic(p—1)2 —m2+ic

This is an example of a simple Feynman integral. An adequate treatment
of the analytic structure of this integral would require us to investigate
singularity structure and contour deformations in the full complex space
of the loop momenta [, which is four complex dimensional or eight real
dimensional. For our illustrative purposes, however, we will fix the value
of the space components of [ at some particular point 1 and consider only
the integral over the single remaining loop variable, the energy (°. We will
discuss the singularity structure of

(2.143)

1 1
T = [ ar (07 = B(1)? + i€ (p° — O = B(p — 1 +ic’

that avoids the singularity — and the new part but integrated in the negative x-direction.
Using the Cauchy’s theorem this second contour can be deformed — without changing
the value of the integral — into the small circle around the singularity, as depicted on the
right hand side of Fig. 2.3.

34This is a logarithmically divergent integral, but because we are now interested only
in singularities that correspond to finite values of loop momenta, we will ignore this issue.
Of course, it could be addressed by the usual methods of renormalization.

(2.144)
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where E(k) = vk? + m? is the energy of a particle of mass m and three-
momentum k. Of course, in terms of Z the full integral I can be expressed
as

HMZ/meM

but here we will limit our attention only to the integral (2.144). The inte-
gration contour in that integral is the whole real axis of [, and the integrand
has four singularities, all of them simple poles, at the points®®

° = E() —ie, ( )
I = —E(Q) + e, (2.146)
I = p°—E(p—1) +ie ( )
° = PP+ Ep-1) —ie (2.148)

For the case when both p° and E(p — 1) are real the situation is illustrated
in Fig. 2.5. The first two poles, at £(FE(l) — ie), do not depend on the
parameter p and are always positioned just below and above the integration
contour, respectively. Note that on their own they would never give rise
to a singularity. If they were the only poles present, it would be always
possible to deform the integration contour such as to avoid them as e — 0,
because there is a finite separation between them in the real-1° direction.3
This changes when we also consider the other two poles. The discussion of
these other two poles is complicated by the fact that all the components of
p are allowed to be complex. Fortunately, we can use the Lorentz invariance
property3” of the integral I(p), which implies that I must be a scalar function
of the only invariant that is present in the problem, the square p?. (The
mass m is another such an invariant, but we consider it fixed now.) Without
a loss of generality we may therefore suppose that p is real, and let p° supply
the imaginary component of p? if needed. In this case we may again use the
property that E(p—1) > 0 to argue that the two poles at p° + (E(p —1) —i¢)
cannot create a pinch on their own. The only way a pinch can appear is
either between the pole at E(1) — ie and the pole at p® — E(p — 1) + i¢, or

35Recall that the “ie”-terms are meant to indicate the limit ¢ — 07 and their precise
value is therefore immaterial. For instance, the following is valid

(12 — E(1)? 4+ ie = (I°° — (EQ1) — i€)?,

because the energy is positive.

36Here we assume m > 0, which means that E(1) > 0 for all 1. If the scalar particle
was massless, then there would be a pinch at 1 = 0, I° = 0, leading to a so-called soft
singularity.

37For real values of p the Lorentz invariance of (2.143) is easy to show. The extension of
this property to complex values of p, however, requires a little bit more work because the
integration contour is real. Nonetheless, as we mentioned in Sec. 2.3, one can show that
the desired property holds quite generally by considerations of transformation properties
under proper complex Lorentz transformations.
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=—-EQ1)+ie 1°=p°—E(p—1)+ie
(] (]

1°=FEQ1) —ie I°=p"+ E(p—1) —ic
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r

Figure 2.5: The pole structure of the integrand of (2.144) when both p and
p° are real.

between the pole at —E(1) + ie and the pole at p® + E(p — 1) — ie. For this
to happen p° must be real. Furthermore, the two poles that participate in
the pinch must be located right on top of each other, with the integration
contour running in between them. This means that if the pinch is between
the poles at E(1) — ie and p° — E(p — 1) + i¢, then the pinch appears at
1= EQ1) = p°— E(p—1). This implies that I = E(1) and p’ —1° = E(p—1).
If, on the other hand, the pinch is between —FE(1) +ie and p° + E(p —1) —ie,
then 1= —~E(1) = p° + E(p — 1), or —1° = E(1) and —(p" —1°) = E(p - 1).
Thus, as we can see, the second case corresponds to the reversal of all time
components in the first case. For this reason we will not address the second
case separately.

The condition that I = E(1) and p° — I° = E(p — 1) says that both
the virtual particles in the loop are on the mass-shell. If we considered also
the space dimensions of [ we would find that most of these solutions are not
real pinches — the full integration contour can usually avoid singularities by
suitable deformations into the imaginary directions of the space components
of 1. It turns out that only the lowest-energy solution (for a given value of
p) of this condition corresponds to the real pinch. That is, the pinch occurs
only when 1 = p — 1, which implies that p = 21, p® = 1+ E(1) = 2E(1),
and therefore p?> = 4m?. In fact, this singularity is a branch point and
corresponds to a normal threshold.

[Let us briefly illustrate how to determine if a pinch is present. Feynman
integrals usually entail integration over several loop variables, so instead
of a single-dimensional contour of integration we integrate over a multi-
dimensional surface. When we integrate over 4L loop variables then the
singularities typically form surfaces of 4L — 1 complex dimensions, instead
of being located at single points as they were in our single-dimensional ex-
amples. This is because they can typically be characterized as solutions of
some particular equations of the form y(I) = 0, where [ represents all 4L
integration variables. Recall that our main goal is to investigate points on
the integration surface that become singular when the “ie”-terms in denom-
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inators of the propagators decrease to zero. It is often possible to avoid
such singularities by suitable deformations of the integration surface. This
is actually more subtle that may appear at a first glance and it will prove
worthwhile to describe the process of avoiding singularities more carefully.
While doing so, we will also introduce some useful terminology.>®

At the beginning the parameter € is fixed at some positive value and
the surface of integration has not yet been deformed in any way. For the
integrals that concern us here we assume that for this positive value of €
none of the singular surfaces crosses the original integration surface, that
is, the integrand is regular everywhere. However, when € is set to zero,
some of the parts of the surface of integration might become singular. If
this happens we need to consider the possibility that the integral can be
analytically continued to that point,3° so that the apparent singularity can
be removed. For this reason, our next step — with ¢ still fixed and positive —
is to continuously deform the integration surface away from the singularities.
However, in order for us to be able to use the Cauchy’s theorem to argue
that the integral over the original surface of integration has the same value
as the integral over the deformed surface, we must make sure that at no
point during the process of deformation the surface crosses any singularity.
We say that such a deformation is allowed. (That is, allowed deformations
do not cross any singular surfaces, and consequently the integral over final
such a deformed surface has the same value as the original integral.) Now we
are ready for the next step: we continuously decrease the value of € > 0 to
zero. If no singularity appears on the (deformed) integration surface during
this process we say that the deformed surface avoids the singularities. To
summarize, in order to analytically continue the integral we need to find an
allowed deformation of the integration surface that avoids singularities. If
this is not possible we say that the integration surface is pinched.

We define the physical region of a Feynman integral by requiring that
the original (undeformed) surface of integration is the real hyperplane (cor-
responding to real values of the components of loop momenta) and that the
external momenta and all the masses are real. The main result is that the so-
called Landau conditions are both sufficient and necessary for the existence
of a pinch in the physical region. (We already mentioned this in Sec. 1.4.
A textbook treatment can be found in [1]. A more careful discussion is
provided in [6].)

As we already specified, we collect all 4L loop variables into a single
(vector) variable [. We consider Feynman integrals of the form

4L 1
I(p) :/d TG +id. . Anlp) +id’

(2.149)

38This terminology, as well as the overall presentation, are motivated by [6].
39 At this level of detail we can think about this either as an analytic continuation in
the external parameters, or also as an analytic continuation in e.
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where p represents all the external parameters (in principle including also
masses). We assume that the denominator factors Aj, ..., A, are analytic
functions of [ and p everywhere, and that their zero surfaces are given by
equations x;(l;p) = 0, j = 1,...,n. For e = 0 the zero surfaces of the
denominator factors correspond to singular surfaces of the integrand.

The Landau conditions say that (for some fixed value of p) the integration
surface is pinched at [ = [ if and only if there is a subset of the denominator
factors — say, for simplicity, that this subset consists of the factors Ay, ...,
A,, for some m < n — such that all of those factors vanish at Iy,

Ai(lo;p) = - = Am(lo;p) = 0, (2.150)
and that there are numbers oy > 0, ..., o, > 0, not all zero, such that
m
> 9 Ai(loip) = 0. (2.151)
i=1

Note that 0;A; are best understood as one-forms. That is, when they act on
a 4L-dimensional vector a, whose components we denote ay, then the result

1S

4L
0A;
[&Al] (a) =a- 81A2 = Z Q. .
= Ol

(2.152)

Therefore, we may interpret the second condition (2.151) as simply saying
that there exists a vanishing convex combination of the one-forms 0; A1, ...,
O Am,-

Note that even if there is a pinch at some point [ = [y, not all of the
denominator factors must participate in it. First of all, as was already said,
some of them may not even vanish at [ = [y. But even those that do vanish
— in our notation Aj, ..., A, — might not all participate. This happens
when there exists an allowed deformation that avoids singularities of some
of those factors. (But not all of them, because we assume that there is a
pinch.) Factors whose singularities can be avoided in this manner are those
for which there is no solution of (2.151) with the corresponding a being non-
zero positive. Therefore, we say that the denominator factor A; participates
in the pinch at | = [y if and only if A;(lp;p) = 0 and there is a solution of
>t ;01 A;i(lo; p) = 0 with o > 0 and all other a; > 0, and where Ay, ...,
A,, represent all the denominator factors that vanish at [ = [g.

In the integral (2.143) the denominator factors are A1 (l;p, m) = (> —m?
and As(l;p,m) = (p —1)?> — m?. The conditions that these factors vanish,
Ay =0or Ay = 0, are easy to interpret: the virtual particle that corresponds
to the vanishing denominator factor must be on the mass-shell. Furthermore,
we have 0jA; = 2] and 0;A2 = 2(I — p). Is it possible for either one of these
denominator factors to pinch the integration surface on its own? If A; was
to pinch the surface on its own (without Ay participating) the two equations
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A1 = 0and 9;4; = 0 would need to be satisfied simultaneously. (The second
equation follows from the condition that 109,41 = 0 for a3 > 0.) But if
0;jA1 = 0 then [ = 0, which means that A; # 0. The case of Ao is similar.
(Recall that we assume that m > 0. Otherwise, there indeed would be a
soft pinch at [ = 0 from the denominator factor Ay, and another soft pinch,
at [ = p, from the denominator factor As.) Hence, to create a pinch, the
two denominators Ay and A, must both participate. The condition that
12l + a92(l — p) = 0, with both «; and a9 positive, then requires that

(€]
l=—"——mp. 2.153
o1 + 042p ( )
But this implies that also
aq
—l=——p, 2.154
P ot (2.154)

and if both [ and p—1 are to be on the mass-shell, we necessarily have (recall
that both a; and ag are positive)

a1 = Q9. (2.155)

But this implies that [ = p/2, and since [? = m? by the first Landau condi-
tion, we find that the pinch appears if

p* = 4m? (2.156)

In fact, one can show that if there is no solution of >, ;0 A; = 0 with
aj > 0 not all zero, then there exists a vector v such that v -9A4; > 0
for all j. (See [6].) In such a case, if we deform the integration surface
continuously in such a way that at [y the surface is moved to [y + ivd, then
for a sufficiently small § > 0 the deformation is allowed, and when ¢ — 0%
neither of the denominator factors A; +ie vanishes on the deformed surface
of integration. Hence, we escape the pinch. If presented in a greater detail,
this would serve as a proof that the Landau conditions are necessary for the
existence of a pinch. However, the implication in the other direction, that
in the physical region the Landau conditions are also sufficient, seems to be
much more difficult to prove.

And lastly, it may useful to return to our discussion of the integral (2.144),
where the integration has been restricted only to the [°-component with the
other three components of [ fixed, and show how to choose a suitable vector
v to escape the pinch that seems to appear in the {°-plane between the two
denominators A; and As of (2.143). In that discussion we found that in the
[-plane the pinch occurs only if E(1) = E(p —1). That means that in the
real three-dimensional space the vectors 1 and p — 1 must be of the same
length. The vectors p, l and 1 — p = — (p — 1), when translated appropri-
ately, form a triangle in which 1 and 1 — p start at different endpoints of p
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Figure 2.6: An illustration of how to choose the vector v = (0,Vv) to escape
the apparent pinch in the [%-plane of (2.144). The pinch truly appears only
when 1 = p/2, in which case the vector v illustrated above is of zero length.

and end at the same point. (See Fig. 2.6.) This configuration is possible
only if their length is at least |p|/2 each, in which case they are both parallel
to p and meet in the middle of that vector. (This, of course, corresponds
to the minimal energy solutions, and to the only case when the pinch is
really present. In this case a suitable v does not exist.) If their lengths are
larger than |p|/2 then a full non-degenerate triangle is formed. In those
cases, if we define v to be the vector that is orthogonal to p and spans the
interval from the middle point of p to the vertex where 1 and 1 — p meet,
then v = (0,v) satisfies v-0A; =v -2l > 0 and v-0As =v-2(l —p) > 0.
Deforming the integration surface (near the singularity) in the direction v
therefore escapes the pinch.]

The discussion presented here does by no means provide an adequate
treatment of the general singularity structure of Feynman integrals. Unfor-
tunately, such a complete treatment would take us far too away from our
present goals and we will therefore skip it. A reader interested in this topic
can find a good exposition of the relevant techniques for instance in [1, 6].
The remaining part of this section is devoted to a brief discussion of a special
case of a branch point, the normal threshold.

2.5.2 Unitarity and normal thresholds

As we are going to see, the rough idea of how the unitarity implies the ex-
istence of normal thresholds is quite straightforward. It would be, however,
much more difficult to supply all the missing details and to state the result
in a reasonable generality. For this reason we will not provide here such
a complete treatment. Rather, we will present a simple but very limited
argument that makes the main idea apparent. Then we will briefly discuss
some of the weak points and inadequacies of that explanation, but for a
more complete treatment the reader is advised to consult [1].

One last remark before we begin. Although our discussion is going to be
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limited only to their appearance in the S-matrix, the normal thresholds exist
also in other matrix elements of products of field operators. For example,
to study them in general time-ordered Green’s functions we could employ
an approach similar to what we used in Sec. 2.4 when we studied particle
poles.

In our argument we are going to present normal thresholds as a conse-
quence of the unitarity of the S-matrix. Recall that the S-matrix element
S3q is defined as

[0}

Spo = (WG, W), (2.157)

where \I/gmt) is the asymptotic “out”-state consisting of particles described

by the multi-index 3, and \I/Sj“) is the asymptotic “in”-state whose particle
content is specified by the multi-index «. The unitarity relation for Sz,
then follows from the completeness of the asymptotic states,*”

/d’y S%S’Ya - /d’7 (‘lfgn), \I’E/OUt)) (\I,gout), \I,gn))

= (v, wM) =5 (8- a). (2.158)

Here we assumed that the asymptotic states were normalized “to delta func-
tions”, as they were in Sec. 2.4. The symbol § (5 — «) represents the ap-
propriate product of delta functions in continuous labels that are present in
the multi-indices «, 5, and of the Kronecker delta symbols in their discrete
labels. Also, just as before, the symbol “ [ dy” involves integration over all
the continuous labels together with sums over all the discrete labels in ~.
(It usually also involves extra combinatorial or other factors, depending on
what exact normalization condition we employ for multi-particle states. Of
course, these factors are fixed by the condition [dvy|¥,) (V.| = 1.) The
symbol 575 stands for the complex conjugate of Syg. In a similar way, but
this time using the completeness of the asymptotic “in”-states, we can also
obtain

/dv Son S5 =0 (B—a). (2.159)

There is an important property of the S-matrix related to its connected-
ness structure, which we have not yet mentioned: the S-matrix is assumed
to satisfy the cluster decomposition principle. This roughly corresponds to
the basic assumption which is implicitly present in the scientific method
and which says that the experiments that we carry out here and now are
(in some sense) independent of what is happening elsewhere in the universe

49This assumption is called the asymptotic completeness and it states that the asymp-
totic states {T"}, as well as the states {US™}, form a complete basis for physical
states.
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at a distant location.*! Roughly speaking, for the S-matrix element Sga the
cluster decomposition principle says that if the “in”-state described by the
multi-index o and the “out”-state described by 3 consist of particles that
can be divided into two separate sets, one described by the multi-indices a;
and (81 and the other by as and B2, such that all the particles in the first
set are far away from all the particles in the second set, then as we gradu-
ally increase the distance between these two sets of particles the S-matrix
factorizes,

Sga =+ SBraaSB1an - (2.160)

Note that in order to speak about large space-like separations of various
subsets of particles in the asymptotic states one needs to pass from the mo-
mentum representation to the coordinate representation. Furthermore, any
complete statement of (2.160) would need to specify what kind of conver-
gence is implied by the “—” sign in that condition. We will not go into those
details here. Instead, what we would at this point like to take away from
(2.160) is that a coordinate-representation S-matrix that describes particles
interacting in several clusters that are separated from each other by large
space-like intervals factorizes into a product of S-matrices, one for each such
a cluster. This implies that the scattering in each such a cluster is indepen-
dent of the processes that happen in the other clusters. Furthermore, since
the asymptotic states each contain a finite number of particles, this kind of
factorization cannot continue indefinitely, and for any given process we must
eventually reach a point when none of the clusters can be further decom-
posed into widely separated sub-clusters. Within such irreducible “atomic”
clusters each particle interacts with all other particles in that same cluster.*?
The S-matrices that correspond to processes occurring in such irreducible
clusters are called connected S-matrices.

In the momentum representation the S-matrix elements carry no in-
formation about the space-time location of the individual particles, because
those particles are of definite momenta. Nonetheless, the overall momentum-
space S-matrix element can still be separated into the sum of terms, one for
each possible partition of particles into irreducible clusters, and each such
term consisting of an appropriate product of the momentum-space versions
of connected S-matrices. Connected S-matrices expressed in momentum rep-
resentation are characterized by the property that except for a single delta
function that ensures the conservation of the overall four-momentum in the
cluster they do not contain any other delta-function factors. In terms of

41This is a complex topic, and I will not try to address it in the present work. Limiting
our attention to the cluster decomposition principle itself, a readable exposition of this
property can be found, for instance, in Chapter 4 of [9].

42There are various issues that we would need to explicitly discuss in order to make
this statement precise. For our purposes, let us interpret the phrase that ‘each particle
interacts with all other particles’ as saying that in perturbation theory the reaction is
calculated by considering only connected Feynman diagrams.
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Feynman diagrams, the connected S-matrices are represented by the sums
of all appropriate connected diagrams.

Let us illustrate this on a simple example of elastic scattering of three
distinct particles labeled by numbers 1, 2, 3 when they are in the
state and by 1°, 2°, 3’ when they are in the “out”-state. Let us denote
the overall momentum-space S-matrix element by S (123 — 1'2’3'). This
contains contributions from processes when all the particles interact with
each other — that is, when the particles cannot be separated into several
distant clusters — as well as from processes in which there exist two or more
disconnected clusters. Let us denote the contribution from the connected
part by S (123 — 1/2/3"). Next, we need to characterize all possible ways in
which the particles can be partitioned into several clusters. We may start by
considering processes in which the particle 3 is far away from all the other
particles. This leads to the overall contribution S(12 — 1'2)S€(3 — 3/).
Now, the term S(12 — 1’2’) contains the contribution from the case when
1 and 2 interact, S(12 — 1/2)C, as well as from the case when they are
separated, SC(1 — 1/)S%(2 — 2/). Thus, we have so far considered all the
cases when the particle 3 is far away from particles 1 and 2, and also the case
when all three particles form a single irreducible cluster. Hence, there are
only two options remaining. Either the particle 3 interacts with the particle
1, in which case the particle 2 must be far away, or the particle 3 interacts
with the particle 2, in which case the particle 1 is far away. These two cases
correspond to terms S¢(13 — 1'3)S¢(2 — 2/) and S¢(23 — 2'3)S¢(1 —
1), respectively. Altogether, we have therefore found that

in77_

S (123 — 12'3") = §¢ (123 — 12'3") + S°(12 — 1'2)S°(3 — 3)+
5923 — 23)8°(1 — 1) + 5°(13 — 1'3')S°(2 — 2/)
+5°(1 = 1)8%2 — 2/)8°(3 = 3). (2.161)

This provides an example of the decomposition of the S-matrix into the sum
over all possible partitions into disconnected clusters. Each of the connected
S-matrices on the right-hand side contains only a single delta-function factor.
For instance, S€ (123 — 1/2/3') contains §*(py +pa+ps—p1r —py —ps) and no
other delta-function factors, and S€(13 — 1’3") contains 6*(p; +p3—py —p3)
and no other delta functions. Single-particle S-matrices, such as S°(1 —
1"), correspond to a single particle not interacting with any other particles.
Under the usual definition of the relative phases of the “in”- and the “out”-
states SC(1 — 1’) is therefore equal to d*(p; — p1/) times the Kronecker
delta symbols for the spin and species indices of the particle. The term
SC(1 — 1)8°(2 — 2/)SC(3 — 3) in (2.161) represents a special case of
what we generally denote by §(5 — «).

This structure of the S-matrix is very important in the study of its
analytic structure, and if we decided to further study the results which will
be mentioned at the end of this section we would make an extensive use of
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it. For now, however, we are only going to need its simplest application: the
widely-used decomposition of the S-matrix into the following two terms

Sga = 0(B — @) — 2mi * (pg — pa) Mpa. (2.162)

Here the first term corresponds to the contribution of the scenario when all
the particles are far away from each other and there is no interaction between
them. The second term corresponds to all the effects of interaction between
the particles. We have factored out the overall four-momentum conservation
delta function. From our earlier discussion it then follows that the connected
part of Mg, does not include any other delta-function factors, but in general
we should expect there to be other parts of Mg, corresponding to processes
when the particles interact in several disconnected clusters, that contain
additional delta-function factors.
Using the decomposition (2.162), the unitarity condition (2.159) reads

58 )= [dy (58—~ 2i 8* (b — ) M)
X (5(04 —7) + 270 6* (pa — py) M;km)
= 6(8 — ) — 27 6" (p — pa) (Mpa — M5)

+ 4725 (P — Pa) / dy 64 (Py — Pa) Mgy M, (2.163)

For the cases when pg = p, this implies the condition

1

5 (Mﬁa - Mélg) = /d’y * (py = pa) Mpy M. (2.164)

When we apply the decomposition (2.162) to the other version of the uni-
tarity condition, (2.158), we instead obtain

)

o (Mﬁa - M;,B) = /d’Y 5t (Py — Pa) M:yk,é’Mva (for po =pg). (2.165)

These are the unitarity conditions for the M-matrix.

The conditions (2.164), (2.165) become much more simple if we restrict
our attention to the case of the forward scattering, 8 = «. In that case we
obtain the optical theorem for the M-matrix

23 (Maak = [y 8 (0= p) Mo = [ 5% 0, = o) M
(2.166)
The integral [ dvy 6* (py — pa) |MW|2 is proportional to the total rate of the
reaction @ — ‘anything’, or, if a describes a two-particle state, to the total
cross section, and the matrix element M, is proportional to the forward
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scattering amplitude.*®> The equation (2.166) therefore states that there is a
direct correspondence between the imaginary part of the forward scattering
amplitude and the total rate of reaction or the total cross section.

We will now argue that the equation (2.166) suggests the existence of
normal thresholds in M,,. To make the presentation more simple, suppose
that there is only one kind of particle present in the theory, and that those
particles are of spin zero and have the mass m > 0. We will consider states a
that consist of two particles and are described in their center-of-mass frame.
As a consequence of the rotational symmetry, the only variable on which

43Tt does not really concern us here what are the exact proportionality constants. How-
ever, for the reader’s convenience, we will collect here all these relations in full detail. We
continue using the convention (of, for instance, [9]) that asymptotic states are normalized

to delta functions: (\Ilgn), \IIS“)) = 6 (B — a), etc. The differential rate of the reaction

dl'(a — B)/dp from the state described by « into any of the states inside the infinitesimal
volume df near the state 3, also known as the differential transition rate, can be calculated
as

dl'(a — B)

dp

where N, is the number of particles in the state «, and V is the volume of the system
(“box”) in which the reaction takes place. (Note that the rate here corresponds to prob-
ability per unit of time.) If N, = 2 we can think of the reaction probability in terms of
the cross section. The differential cross section do/df can then be given as

= (2m)* M2V | Mo |* 6 (ps — pa), (2.167)

do(a — B)

_ 4i 2 ¢4 _
g = ) IMsal 6 (ps = pa), (2.168)

where u, is the velocity of either of the two incoming particles in the frame in which the
other particle is at rest. (The generalization to other frames is fixed by the usual convention
that the cross section, when summed over the spins of all particles, is a Lorentz invariant
quantity. Then ua = +/(p1 - p2)2 — m2m3/E1 E2, where p1 and p» are four-momenta of
the two particles in the state « and E1, E» are their energies.) In the center-of-mass frame
we define the scattering amplitude for the scattering of a two-particle state « into another
two-particle state 3 as

472 |k p—
fla—B) = o ZE1E2E1E2 Mgaa, (2.169)

where F is the total energy, Fi1 and FE> are the energies of the particles in the initial
state, F1, E4 energies of the particles in the final state, and k, k' the magnitudes of
the (center-of-mass) three-momenta of the initial and final particles, respectively. For
the forward scattering this reads f(a — «) = —MZETlEzMaa. Furthermore, for N, = 2
the optical theorem (2.166) reads S{Maa} = —taci®™ /167%. Combining this with
the above expression for f(a — «) (and using the fact that in the center-of-mass frame
Ue = kE/E1E>) then yields the familiar form of the optical theorem, which is often
derived in non-relativistic quantum mechanics,

S{fla—a)} = ﬁgfj‘m”. (2.170)
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such M,, can depend is the total energy E. Now, notice that the integral

[ v 6" (o = pa) M (2171)

which appears on the right-hand side of (2.166), runs over all intermediate
states (labeled by ) that have the same total four-momentum as the state

\Ilgn). That is, these are states of zero total three-momentum and the total
energy FE. The range of possible values of E is determined by the energy
spectrum of the physical states \Il(ain), which starts at £ = 2m and continues
to infinity. If we start at £ = 2m and gradually increase the energy we ex-
pect the integral (2.171) to change, both because M., can in general depend
on the energy and also as a consequence of the gradual change in the size of
the kinematic space of integration. The optical theorem (2.166) then implies
that the imaginary part of M, also changes with energy. Note, however,
that when we reach the value E = 3m, the character of the integral (2.171)
suddenly changes. While for energies 2m < E < 3m only two-particle in-
termediate states v were permissible, when the energy reaches the threshold
value of 3m a new channel for intermediate states opens. For E > 3m, the
integral (2.171) runs not only over two-particle intermediate states, but also
over three-particle intermediate states. Because of this abrupt change in the
character of the right-hand side of (2.166) at E = 3m we would expect some
kind of irregularity** of the imaginary part of M,, to appear. Therefore,
we would expect My, to not be analytic at £ = 3m, and under normal cir-
cumstance this turns out to be correct. This kind of a threshold is called a
normal threshold, and it is usually a branch point. As the energy increases,
new and new channels open, and at each such a point a normal threshold
singularity is expected to appear.

This argument may be intuitive but it is also unsatisfactory in several
regards. Among those, the most glaring are likely the following:

1. Although the opening of a new channel on the right-hand side of
(2.166) strongly suggests that the matrix element M,, is not ana-
lytic there, nothing that we have said so far proves that there must
indeed be a singularity.

2. In our argument we considered only the case of the forward-scattering
matrix element M,,. That is too restrictive, and we would like to

“Note that the opening of a new channel does not imply that & {Maq} must be dis-
continuous there. In fact, under usual circumstances if there is a reaction that is possible
only above some threshold Ey we would expect the total cross section for that reaction
to depend on the energy approximately as /£ — Ey when E is slightly above the thresh-

old. (This is under assumption that the final state is allowed to have zero orbital angular
20141
momentum. Otherwise, we would instead expect o o< (E — Eo)~ 2, where [ is the lowest

value of the orbital angular momentum present in the final state.) If the contribution of
the new channel above the threshold had this character (with [ = 0) then S {Maa} would
be continuous but not differentiable at the threshold.
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show that normal thresholds are present in general matrix elements
Mg, .

3. Unless a corresponds to a single stable particle, in which case the
matrix Mp, is identically zero, the energy of a scattering state o is
always at or above the lowest threshold. (That is, in our case F, >
2m.) But this means that our argument cannot be used to say anything
about the nature of M, at the lowest normal threshold, which in our
case was at £ = 2m.

In the remainder of this section we will provide an incomplete discussion
of some of these objections. A more complete treatment can be found in [1]
and references cited therein.

Let us start with the second objection, that our argument was of very
limited scope. When we decided to restrict our attention to the case o = 3,
the unitarity condition (2.165)

5 (Mg — M3s) = /d’V 0% (Py = pa) Mg Mo (for po = pg),

simplified at two places. First, the factor MJ;M,qo on the right-hand side

became ]MW\Q. This allowed us to express the right-hand side in terms of the
total transition rate or the total cross section. For our purposes, however,
this was not very important. Our argument relied only on the fact that
at normal thresholds new channels for intermediate states open, and this
happens for the product M ;‘/3Mm in pretty much the same way as for | M, \2.
It was the second simplification, that allowed us to replace Mg, — Mg 5 on
the left-hand side with 2i3 {M,,}, that was of key importance. This is
because for a # 3 there is no simple relation between Mgz, and Ma5.45
There is a special case when this complication can be addressed by a
simple application of the rotational covariance of the S-matrix, and that
is the case of elastic scattering of two spinless particles. Suppose that in
the center-of-mass frame the initial state « consists of a spinless particle of
mass mi and three-momentum p; and a spinless particle of my and three-
momentum ps. Since we assume that the scattering is elastic, the final state
[ contains the same particles, and we denote the final three-momentum of
the particle of mass my by p/, and the final three-momentum of the particle

45To exchange multi-indices o and 3 in the S-matrix element Sga one could try to apply
the operation T of time inversion which transforms asymptotic “in”-states into asymptotic
“out”-states and vice versa. In fact, one would need to consider the product CPT of the
operators of charge conjugation, space inversion and time inversion, because a general
relativistic quantum field theory is symmetric under CPT, but not under T alone. There
is, however, a complication that CPT relates the “in”-state (“out”-state) ¥, to the “out”-
state (“in”-state) ¥, where o’ does not correspond to the same particle content as a, but
instead to the content of o with all particles exchanged for their antiparticles and their
spin z-components and helicities reversed.
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P2

b1

Figure 2.7: A rotation by m about the axis depicted in the figure by the
thick line carries the vector p; into the vector p) (we are considering only the
vectors themselves — their directions and lengths — and not their positions)
and p} into p1. It also exchanges py and pb.

of mass ma by pj. Consider now the axis parallel to the vector p; + p) (or,
equivalently, parallel to ps + p5). (See Fig. 2.7.) A rotation by 7 about this
axis transforms the momentum p; into pj (and vice versa) and ps into p}
(and vice versa). Hence, such a rotation exchanges the states o and 3. But
because the particles were assumed to be spinless the rotational covariance of
the S-matrix implies that Mg, = M,p and the unitarity conditions (2.164)
and (2.165) therefore simplify into

_%%{Mﬁa} = /dv 0% (py = pa) My My, = /dv 0% (py = Pa) Mg M.
(2.172)
We can now use the same argument as before to argue that for an elas-
tic scattering of two spinless particles Mg, should be singular at normal
thresholds.

The result (2.172) is encouraging, but because of its limited applicability
it is still not very satisfying. If one assumes the principle of maximal analyt-
icity, however, then it is possible to obtain much more general results from
the unitarity condition for the S-matrix combined with the cluster decompo-
sition principle, which dictates the connectedness structure of the S-matrix.
In particular, one can provide strong arguments in favor of the so-called
principle of generalized unitarity, which says that we can continue the uni-
tarity relations (2.164), (2.165) to energies outside of the physical spectrum
of the scattering states «, 8. To illustrate this, let us return to our ear-
lier example of a theory that contains only one kind of particle, of the mass
m > 0. Suppose that « describes a two-particle state and S describes a state
consisting of three particles. The unitarity relations (2.164) and (2.165), as
they were derived, can therefore be applied only if E > 3m, because that is
the minimal possible energy of a physically permissible three-particle state
B. (Of course, the energy spectrum of two-particle states a goes as low as
2m, but for the unitarity condition to be applicable both « and S must
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describe physical states.) But if the condition of generalized unitarity holds
we can continue the relations (2.164) and (2.165) out of their physical region
to energies E < 3m. The integrals over the intermediate states in those re-
lations, however, are still restricted to those states v that are allowed by the
energy-momentum conservation condition. This can then be used to prove
the property called Hermitian analyticity, which says that M.z and Mj,
are analytic continuations of the same analytic function, which is real below
the lowest threshold. To reach M,3 we must continue above the normal
thresholds and to reach M Ea we continue below the thresholds. This then
provides an argument that the normal thresholds are branch points that is
both more general and more convincing than what we have presented. For
details, the reader is advised to consult Chapter 4 of [1].

2.6 Poles of unstable particles

At this point we are approaching the end of the first part of this thesis.
We have discussed some of the fundamental reasons why Green’s functions
and other matrix elements can be expected to have some particular analytic
properties. We have mentioned that Laplace transforms, if they exist, are
always analytic, and that the existence of Laplace transforms of tempered
distributions in certain tubes is equivalent to the presence of particular re-
strictions on the support of those distributions. We also briefly mentioned
two basic physical principles that lead to such restrictions in quantum field
theory: the spectral condition in case of the vacuum expectation values of
fixed-order products of fields in momentum-space, and the condition of mi-
croscopic causality in the case of coordinate-space (time-ordered) Green’s
functions. Then we moved on to explain why stable particles correspond to
poles in Green’s functions and to introduce the concept of a normal thresh-
old. The primary value that I see in this discussion is that it may serve as a
gentle introduction to this field of study. But there was also another, more
specific reason behind the selection of topics in that discussion: I wanted to
introduce the main concepts that are employed in the Unitary and Analytic
model. As we will see later, these are the concepts of maximal analyticity,
and of normal threshold and particle pole singularities. However, the parti-
cles that play role in the Unitary and Analytic model are not stable, they
are resonances, and for this reason we need to discuss one more topic, that
of poles of unstable particles.

We have seen that stable particles give rise to poles in Green’s functions
and a more careful analysis would show that these poles lie on the physical
sheet. But what about unstable particles? On the one hand, unstable parti-
cles do not appear among asymptotic states which suggests that they should
not lead to poles on the physical sheet. But on the other hand, it is difficult
in practice to distinguish between a sufficiently long-lived unstable particle



2.6. POLES OF UNSTABLE PARTICLES 107

and a particle that is truly stable, and one would therefore expect there to
be some kind of poles also for unstable particles. As it turns out, unstable
particles do indeed seem to result in poles, but those poles are not on the
physical sheet. Instead, they are hidden behind normal threshold branch
cuts. It is possible to give various arguments in favor of that statement, but
here we will limit ourselves only to a simple heuristic description of those
poles. Afterwards we will present a depiction of how the relation between
poles of unstable particles and poles of stable particles can be understood.
In that we will follow the treatment of [16]. (For a wider and more detailed
discussion see [1] and references cited therein.)

As is well-known from the usual derivation of the Breit-Wigner formula,
a term with energy dependence of the form

(2.173)

E— (M, —i%)
in a scattering amplitude has the effect that seems to correspond to the
situation when there is present a resonant intermediate state with mass
spectrum centered near M, and with decay rate I',. To see this, consider a
superposition [dE g(E)Ug of energy eigenstates Uy where the coefficient
function g is sufficiently smooth and centered near F,. Then it may easily
happen that the scattering is dominated by the pole term (2.173), and if that
is the case then the time dependence of the scattered state is approximately?6

—zEt
I .
/dEg Fo il — —27i g (MT —22) e Mrte=Tnt/2 (2 .174)

Now, since the probability can be calculated from the amplitude by taking
the square of its modulus, the result (2.174) corresponds to the presence of
an intermediate state that decays as exp (—I'yt). This heuristic argument
therefore suggests that the effect of an unstable particle can be approximated

461t us unpack the derivation of this result. First of all, we assume that near E = M,
the scattering amplitude is entirely dominated by the contribution of the pole at £ =
M, — i, /2. This allows us to claim that we can approximate its energy dependence as
being proportional to 1/ [E — (M, — iI'»/2)]. In order for this assumption to be reasonable,
we must require that the wave packet be centered near £ = M,, because otherwise
we would need to explicitly consider also contributions from distant energies, where the
resonance pole can no longer be expected to dominate. In particular, this implies that the
wave packet must be negligibly small near other singularities, such as normal thresholds
or other resonances. Second, we assume that g is smooth enough because we want to
calculate the integral by using the residue theorem. We are interested in large positive
times, which means that we can close the contour of integration by a large semi-circle in
the lower half-plane. And lastly, the limit in (2.174) corresponds to ¢ — +oo. This is
because generally there will also be contributions from poles of g, which might be present
in the lower half-plane. However, if the resonance is sufficiently long-lived, then the poles
of g will all lie much further down the imaginary axis than the resonance pole, and will
therefore not contribute in that limit.
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by a pole at M, —iI', /2. But is this pole on the physical sheet? The answer
is no. First of all, if the particle is unstable, then M, must necessarily lie
above the lowest threshold, for otherwise there would be no scattering state
into which it could decay. Although we did not really explain it properly
here, the physical region of a normal threshold branch cut can be reached by
approaching the branch cut on the physical sheet from above. That is, if the
lowest threshold is at Ey then for £ > Fj the physical region corresponds to
points E = R{E} +ie (with € > 0) on the physical sheet in the limit e — 0.
But the resonance pole (2.173) is accessed by starting at ¥ = M, + i€ in the
physical region — right above the branch cut — and then going downwards
parallel to the imaginary axis the distance I', /2. Hence, to reach the pole
we start on the physical sheet and cross the branch cut from above. The
pole is therefore located on another sheet, hidden behind the branch cut.

Note that since the amplitude is real below the lowest threshold, the
Schwarz reflection principle implies that the resonance pole at £ = M, —
il /2, which is on the sheet that can be accessed from the physical sheet
by crossing the branch cut from above, must be accompanied by another,
complex conjugate “shadow” pole at £ = M, + i[',/2, and this pole is on
the sheet that is accessed from the physical sheet by crossing the branch cut
from below. The shadow pole is therefore quite distant from the physical
region, and its contribution is neglected in the Breit-Wigner formula.*7

In the remaining part of this section we will suggest a way of how to un-
derstand the relation between poles of stable particles and those of unstable
particles. We will follow the treatment of [16, 1]. For simplicity, we will
return to our earlier example of a theory that contains only a single kind of
particle, of spin zero and mass m > 0. Let us suppose that there is some real
parameter g, corresponding to a coupling constant, which can be continu-
ously adjusted, and that as we vary the coupling constant the solution of
the theory — and, in particular, all the amplitudes — changes analytically
with g. Furthermore, we suppose that at some initial value g = g¢ there
are no true bound states present in the theory but that there is an unstable
bound state that decays into two particles of mass m, and we also suppose
that there is some higher value g1 > gg of g, at which the coupling is strong
enough to make the unstable bound state stable. As we gradually increase
go to g1 we will encounter a point when the unstable state becomes stable.
Let us denote this threshold value of g by gin. Clearly, go < gin < g1 As
we will see, when g = gy, the particle pole meets the normal threshold, and
that renders the description less transparent. For that reason, we will also
assume that the solution can be continued into some complex neighborhood
of the real axis of g, so that we can avoid the threshold value g = g, by

47This of course leads to the question of whether the usual Breit-Wigner formula needs
to be adjusted for near-threshold resonances. We will encounter this question again in the
section 6.2, but we will not really address it in the current work.
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Figure 2.8: An illustration of how a stable particle pole can change into a
resonance pole. We suppose that for g = ¢g; there is a (stable) bound state,
whose pole is located at s = s; on the physical sheet. This pole lies on the
real axis below the lowest threshold, which is at si,. As we decrease the
strength of the coupling g the energy of the bound state increases and the
corresponding pole moves towards the threshold. For g = g, the particle
pole and the lowest threshold coincide, and to avoid that situation we give
g a small imaginary component when it is near g¢,. This moves the pole off
the real axis. For g < g¢; the bound state turns into a resonance, and as we
make the coupling constant real again the pole crosses the branch cut from
above, and appears on another sheet. It then continues to move on that
sheet until it reaches the position s = sg for ¢ = go. In the figure, the part
of the pole’s path that is on the physical sheet is depicted by black color,
and the path on the unphysical sheet is depicted by gray.

going slightly above or slightly below it. Note that when g is complex the
theory loses some of its physical properties — in particular, the condition of
Hermitian analyticity does no longer apply, which means that a resonance
pole and its “shadow” pole might not occupy complex conjugated positions.

To be specific, let us consider the amplitude for elastic scattering of two
particles (of mass m). This is the simplest amplitude that should contain
the pole for the bound state of those two particles. We will consider this am-
plitude as a function of the variable s, the center-of-mass energy squared.*®
The path that the pole takes when we vary the coupling g between the values
go and ¢gp is depicted in Fig. 2.8. If we start at the value g = g1, the bound
state is stable, and there should be a corresponding pole on the physical
sheet, lying on the real axis below the lowest threshold. In the figure, we
labeled its position with s;. Now, as the coupling gradually decreases, the
binding energy of the bound state gets smaller, and the pole approaches the
lowest threshold at s = sy, When g = g4, the pole is right at the lowest
threshold because it is at this value of s that the stable state turns into
an unstable one. However, if the pole is right at the threshold, then as we

48This is a more usual choice of the variable for such a case, rather than the total
center-of-mass energy E that we used in the previous section.
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Figure 2.9: The path of the “shadow” pole as the coupling constant changes
between gg and gi1. In Fig. 2.8 we depicted how a pole corresponding to a
bound state moves on the physical sheet and eventually crosses the branch
cut when the coupling gets weak enough for the state to become unstable.
Here we depict the corresponding path of its “shadow” pole. (But for the
ease of presentation we describe it for g starting at go and being gradually
increased.) The pole starts at s = sj. As the coupling increases from go
to g1, and the resonance pole crosses the branch cut and moves onto the
physical sheet, the “shadow” pole must remain on the “unphysical” sheet.
Hence, near g = g¢;, when ¢ has a small imaginary part, the “shadow” pole
must move as indicated in the figure, because it must not cross the branch
cut. When the coupling constant g > g, becomes real again, the “shadow”
pole moves onto the real axis but stays on the “unphysical” sheet.
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further vary g the pole can move either to the original sheet or cross the
branch cut — both of those options are possible. To avoid this complication
we give g a small imaginary component when it is close to g¢,. This way
it will avoid the threshold, making it easy to determine if the pole crosses
the branch cut or not. In the figure this is illustrated as a small detour into
the upper-half plane, which the pole takes around the point s = sy,. (Note
that we do not know that the pole must go into the upper half-plane. The
precise way in which the pole avoids the threshold depends on what exact
theory do we work with, as well as the sign of the imaginary component
of g.) Afterwards, when the real part of ¢ is smaller than g, we can make
the coupling real again and the pole crosses the branch cut, as indicated
in the figure, and moves to another sheet. And finally, when g decreases
to go the pole assumes its position at s = sg on this other, “unphysical”
sheet. Note, however, that since the overall amplitude must be real below
the lowest threshold the presence of the pole at the complex position sy in
Fig. 2.8 necessitates a presence of another pole at a complex conjugated
position. This “shadow” pole is on the sheet that can be accessed from the
physical sheet by crossing the branch cut from below. Note that since in
our example the threshold is assumed to be the lowest threshold, it must be
of the square-root type, which means that if one crosses it once, then goes
around the branch point and crosses the cut the second time in the same
direction, then one returns to the original sheet — just as if the function
was /s. Therefore, in our case the resonance pole and its “shadow” pole
both lie on the same “unphysical” sheet. Under more general circumstances,
though, that might no longer be true.

It is important to recognize that when the coupling is strong enough so
that the resonance turns into a stable state and its pole is on the real axis on
the physical sheet, the “shadow” pole must be located on another sheet. This
is because at any given time there should be only a single pole corresponding
to the bound state on the physical sheet. For that reason, when g is varied
in a way that corresponds to the path depicted in Fig. 2.8, the “shadow”
pole must move on the path illustrated in Fig. 2.9. In particular, when g
is near g, and is complex, the shadow pole takes the path as depicted in
figure: it remains in the upper half-plane and ceases to occupy the position
that is complex conjugate to the resonance pole, for it must not cross the
branch cut. For real g > g¢, both the resonance pole and the “shadow” pole
are on the real axis as required by the Hermitian analyticity, but each on a
different sheet.

Before we close, let us mention that decreasing the coupling is not guar-
anteed to turn a bound state into a resonance. It might instead become a
virtual state. In such a case, as we decrease g from g; to go the pole at first
approaches the branch point from the physical sheet, just as in Fig. 2.8, but
after it crosses the branch cut and moves onto the other sheet, and after
the coupling becomes real again (and g < gy,) it does not remain complex
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but instead returns onto the real axis below the threshold, remaining on the
“unphysical” sheet. In this case there is no need for a “shadow” pole.
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Chapter 3

Electromagnetic form factors

Electromagnetic form factors appear when one considers the scattering of
a charged particle by a virtual photon. As we will see, the correspond-
ing matrix elements are fully determined by their properties under Lorentz
transformations and by the conservation condition for the electromagnetic
current except for a number of unknown coefficient functions that depend
on kinematic invariants of the scattering. These functions are called electro-
magnetic form factors, and are of great importance when one needs to make
a contact between theory and experiment. For the purposes of this thesis
electromagnetic form factors are relevant in the following three ways. First,
the main aim of this second part of the thesis is to introduce the Unitary
and Analytic model, which is a model of electromagnetic form factors of
hadrons. Second, one of the more practical topics that this thesis touches
upon is the evaluation of the muon’s magnetic anomaly, and this quantity is
directly related to electromagnetic form factors of the muon. And thirdly,
electromagnetic form factors of hadrons, and their representation by the
Unitary and Analytic model, will play an important role in several research
topics discussed in the third part of this thesis. A reader interested in the
general theory of form factors can find additional information for example
in the chapter 10 of [9] or the chapter 26 of [17], which were also employed
as main references for the treatment presented here.

3.1 Initial considerations

Suppose that we wish to describe the scattering of an electrically charged
particle by a single virtual photon, and that we want to include all self-
interactions of that particle. Another way of saying this is that we are
describing the interaction of that charged particle with an external electro-
magnetic field (or with some other charged particle), but only to the first
order in that external field (or in the charge of that other particle), and to
all orders — or, in fact, non-perturbatively — in all other interactions. In

115
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terms of Feynman diagrams this corresponds to the sum of all the diagrams
with one external line corresponding to the charged particle entering the
diagram, another external line corresponding to the charged particle exiting
the diagram, and a single external vertex corresponding to the electromag-
netic current. We can consider the matrix element of the operator of the
current, instead of the matrix element of the gauge field, because the ex-
ternal photon gauge field is assumed to be coupled to the current. (One of
the advantages of considering the current instead of the gauge field is that
matrix elements of the gauge field transform under Lorentz transformations
in a more complicated way than those of the current.) This sum of Feynman
diagrams corresponds to the matrix element

(wgrt, () Wi, ), (3.1)

where \Ifgl’g and \I’g‘}fa, are the “in” and “out” states of the charged par-
ticle and J*(x) is the electromagnetic current (density) expressed in the
Heisenberg picture.

Before we continue, let me add one remark. People sometimes say that
the non-triviality of electromagnetic form factors of some particles, such
as the proton, corresponds to the fact that those particles are not point
particles. If the form factors are understood in the way as we introduced
them here, that statement is simply wrong. In quantum field theory, the dis-
tinction between elementary and composite particles is far from obvious, but
even if we sidestep this issue by adopting the definition that elementary par-
ticles are those whose fields appear in the Lagrangian, electromagnetic form
factors of charged particles are never trivial if we include effects of their
electromagnetic self-interaction. However, there is a good sense in which
such statements are meaningful, and that is when we consider the matrix
elements such as (3.1) not in the full theory, but in a theory with some
of the interactions switched off. In particular, it is very useful to consider
the matrix element (3.1) evaluated with only the strong force switched on.
This corresponds to the calculation of the scattering in the external electro-
magnetic field to all orders in the strong interaction but only to the lowest
order in the electromagnetic charge e. In that approach the electromagnetic
form factor of, say, the electron does indeed turn out to be trivial, since
the electron does not interact strongly and we decided to ignore its elec-
tromagnetic (and weak) self-interactions. In this sense the statements such
as that the electron is a point-like particle while the proton is not simply
mean that to our required precision — the lowest order in e — the electron’s
self-interactions can be neglected but those of the proton cannot, and this is
a direct consequence of the fact that at the relevant energy scale the strong
force is much stronger than the electromagnetism.! In fact, even in this
thesis, when we will later speak about the electromagnetic form factors of

LOf course, there is also (at least one) other sense in which statements such as that
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hadrons and their representations by the Unitary and Analytic model, what
we will have in our mind are exactly these “strong-interactions-only” elec-
tromagnetic form factors: form factors that correspond to (3.1) evaluated
with only the strong force switched on.

Let us now start exploring the amplitude (3.1). First, transformation
properties (2.104) under translations allow us to explicitly factor out its
z-dependence,

(g, T () Wi, ) = 0P (Wi, (o) wl, ). (3.2)
If we now apply to both sides the derivative 9/0x*, and use the current-
conservation condition 9, J# = 0, we obtain the important restriction

(0 = P (U3, JH(0) W, ) = 0. (3.3)

Another restriction on (3.1) that can be obtained using properties of the
conserved current J* is a kind of normalization condition. Before we derive
this condition let us briefly discuss the required properties of J*.

From any conserved current, electromagnetic or other, we can construct
the corresponding charge operator

Q:/fxﬁ@@. (3.4)

The current-conservation condition 9, J# implies that () is conserved,

ZQ:/fx%ﬂ@ﬁz—/fXVJ@ﬁza (3.5)

because we can use the Gauss’s theorem to express the last integral in terms
of the integral of the flux of J over the boundary of the volume of integration,
which is zero. (As usual, we assume here that the fields vanish as |x| — c0.)
The fact that Q is an integral of J® over the whole space means that Q is
invariant under space translations. This, together with d@Q/dt = 0, means
that () commutes with generators of space-time translations P*,

[Q, P*] = 0. (3.6)

By the same argument we can see that @) also commutes with the gener-
ators of rotations. It is, however, a slightly more difficult to show that @
also commutes with boost generators. The problem is that the definition
(3.4) is not manifestly covariant and appears to depend on the definition
of the time coordinate. Boosts modify both the hyperplanes of constant

proton is not a point-like particle can be interpreted: hadrons are bound states in an
asymptotically free theory and it is therefore quite meaningful to speak about its internal
structure when considering high-energy processes such as, for instance, deep inelastic
scattering.
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time and the time component J°. In order to explore this issue let us first
rewrite the definition (3.4) in a form in which its covariance will become
more apparent. Consider the Lorentz-covariant three-form €,,,,JJ7. When
we integrate it over a hyperplane of constant time, only the time component
of J? contributes. Hence, one can see that the definition (3.4) is equivalent
to?

Q = /euupajaa (37)

where the integrand is interpreted as a differential form and the integration
surface must be a hyperplane of constant time in some given coordinate
frame. Let us now fix a reference frame, denote the time coordinate in this
reference frame by ¢, and apply (3.7) to obtain the value @ of the charge
by integrating over the hypersurface ¢ = 0. Let us next boost to a different
frame of reference and denote the new time coordinate by ¢'. If we now apply
(3.7) in this new reference frame we obtain a new value @’ of the charge
operator, and it is not obvious that Q = @', because when inspected in the
old reference frame the quantity @’ is obtained by integrating the three-
form €557 over the hypersurface ¢’ = const, which is not a hypersurface
of constant time in the old reference frame. However, by the generalized
Stokes’ theorem the difference between @ and @’ equals the integral of the
differential of €,,,,J° over the oriented volume between the hyperplanes
t =0 and ¢ = 0.> But the three-form €uvpod? is closed,

do (€pvpod?) X €qppOpJ* = 0. (3.8)

Hence Q = @', and we have demonstrated that the operator Q commutes
with boosts. (In fact, we have actually demonstrated that @) can be calcu-
lated by the integral (3.7) over any three-surface that stretches to the infinity
in all space directions.) Thus, we see now that () commutes with the gener-
ators of translations and also all the generators of Lorentz transformations.
We can use these commutation properties to constrain the possible values of
QVUp o First, since [Q, P*] = 0 we know that QW¥y, , , has the same value
of four-momentum as ¥y, , ,. Barring any degeneracy in particle masses this
also means that the species of QU 5, is still n.* Furthermore, since @ also
commutes with the generators of Lorentz transformations, it preserves the
spin or helicity value o. In other words, Q¥ ;, must be proportional to

\Ilp,o',na
Q\Ilp70'7n = qnqlp,gjn- (3'9)
2Perhaps up to the overall sign, depending on the exact definition of €uvpo. Here, we
use €p123 = —1, but the overall sign is not important in our current argument.

3Here we again use the assumption that J* vanishes as |x| goes to infinity, so that
we do not need to consider the integral of €,,,0J° over the rest of the boundary of the
volume between ¢ = 0 and the hyperplane of the constant t’.

4In fact, to exclude the possibility that @Q transforms the particle into its antiparticle
would require a further discussion. Let us just assume here that this does not happen.
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The proportionality coefficient ¢, cannot depend on p or o; again because
of the commutation properties of () with the generators of Lorentz transfor-
mations. We call the coefficient g, the charge of the particle n. (In our case
qn is its electric charge.)

Now we can return to (3.1) and derive the normalization condition. In-
tegrating the zeroth component of (3.2) over the whole space t = 0 yields

(wprty, QUi ) = (2m)%6° (p' = p) (W, JO(0) U, ). (3.10)

We can now use (3.9) and the normalization condition (\I/g}fa,,\Ilgg) =
8% (p’ — p) 0oy to obtain

6, = (wp,, S0y wp,) (3.11)

(27)3 9%’ p.o’ p.o)> :
where we denoted the electric charge of the particle by q. Notice that we
had to change p’ to p because we were comparing here the coefficients of
two three-momentum delta functions. The normalization condition (3.11)
together with the current-conservation condition (3.3) are the two main con-
ditions resulting from the properties of the current operator J* that we are
going to use in our investigation of the matrix elements (3.1). Further-
more, we are also going to employ the fact that J* is a Hermitian operator.
The only remaining restriction that we are going to use is the requirement
that (3.1) must be Lorentz-covariant.

3.2 Spin zero particle

Electromagnetic form factors can be defined for a particle of any spin, but
we will be mainly interested in the cases of spin 0 and spin %, which we are
now going to treat in a greater detail. We start with the case of spin zero.
That is, we investigate the amplitude

(wgr, T (0)wp), (3.12)
where both the “in” and the “out” states transform as

(Ap)°
pO

U(A)T, = Ty, (3.13)

where we have denoted the three-vector part of Ap by pa. Let us now write

(3.12) as
out ju in) _ q wof !
(\lfp, J (O)q/p) = (QW)SA ¥.p), (3.14)
where we have extracted the factor ¢/(27)3 according to the normalization
condition (3.11). Using transformation properties of the vector operator J#
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and of the spin zero particle, we obtain the following restriction on A

LA, A (D p) = (\v;vt,U<A>-1J“<o>U<A>\If§)

(27)?
— ( (A o J,u l \Illn) _

(Ap")°(Ap)°
(27‘1’)3 p/0p0

p0 AA(p', p) = /(Ap)°(Ap)® A(AY, Ap). (3.16)

We can solve this by choosing A* of the form

1
Ar(p p) = ——=T"(¥', p), (3.17)
2p/0 2p0

AM(Ap', Ap), (3.15)

or, more simply,

with J a vector function of p’ and p. (We have also extracted an additional
factor 1/2 for later convenience.) Now, the only way to construct a four-
vector J*(p/,p) from p and p’ is to add them in a linear combination with
coefficients that are scalar functions of p and p’. (Only objects that are at our
disposal are the two four-vectors p# and p’, the metric tensor 7, and the
anti-symmetric pseudo-tensor €,,,,.) Of course, instead of considering linear
combinations of p and p’ directly, we can equivalently also consider linear
combinations of any two independent four-vectors that can be constructed
from p and p’. It turns out that the most convenient approach is to consider
linear combinations of p’ + p and p’ — p. This is because that choice makes
it easy to apply the current-conservation condition (3.3). As we said, the
coefficients in that linear combination must be scalar functions of p and p/,
and we can construct only three independent scalars from those two vectors,
for example, the scalars p?, pup“ and p However, the four-momenta p’ and
p are on the mass shell, so we have p? = p’?> = m?. This means that there
is only single non-trivial scalar left, which we can choose as p#p/‘ or even
more conveniently, k? = (p’ — p)?, the square of the transferred momentum.
Thus, the most general solution of (3.15) can be written in the form

(g, 7)) = L (U)W + )+ i~ pV'G)).

(271')3 /2p/0 20
(3.18)

This is a general Lorentz-covariant form of the left-hand side for a spin zero
particle. Notice that we have extracted the factor ¢ from the function G.
This is to make the functions F' and G both real, which follows from the
fact that J* is Hermitian. To see this, consider the identity

(wp, J“(O)\I}i[‘})* = (wpr, (0w (3.19)
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where we have used the fact that for single-particle states \Ilgl = \I/f)‘“. The
reality of F' and G then follows from J = JT and the equation (3.18).

Our next step is to employ the constraints (3.3) and (3.11). Applying
the current-conservation condition (3.3) to (3.18) yields

0=F(k*) (@ +p)"® —p)u + ik*G (k). (3.20)

Because p and p’ are both on the mass shell, we have (p' + p)*(p' —p), =0,
and the condition (3.20) reduces to k?G(k?) = 0. This must hold for all
allowed values of k2. Both p and p’ are future-oriented and on the (same)
mass shell, which means that p’—p must be space-like, as one can easily verify
by inspecting this quantity in the center-of-mass frame. Possible values of
k? therefore form the interval —oo < k? < 0. Normally, we would interpret
the condition k2G(k?) = 0 as implying that G is zero everywhere (on the
allowed interval), but since k2 can be zero we should also consider the option
when G(k?) is proportional to 6(k2). But for k space-like, k> = 0 only if
k* = 0, and because in (3.18) G(k?) appears in a product with k#, the term
containing G(k?) would still not contribute even if G(k?) was proportional
to 6(k%). Hence, the current-conservation condition implies that we may
drop the term containing G, so that

(wgt, 7 (0pwiy) = 4 .

3
(27’[’) /2p/0 2p0

The function F is called the electromagnetic form factor of the particle. The
normalization condition (3.11) now reads

F(E*)(p + p)*. (3.21)

1 : q 1
— \IfoutJOO\Ifln :7717020
o 0= (B IO8) = 555 s PO,
which immediately implies that
F(0) =1. (3.22)

Before we close our discussion of the spin 0 case, let us note that the
above results were derived under the normalization condition (2.109), which
we have followed throughout the first part of this thesis. If the states ¥
and W, describe the same spin 0 particle, this condition reads

(Vpr, Up) =67 (p' = p) - (3.23)

There are also other widespread normalization conventions. Perhaps the
most common among them is what is sometimes called the covariant nor-
malization, and which (for a spin 0 particle) reads

(Vpr, Up) = 2p°(27)°6° (p' — p) . (3.24)
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With this normalization, single-particle states transform simply as
U(A)Vp = Vp,, (3.25)

instead of (3.13). This simplifies properties of the matrix element (3.12) un-
der Lorentz transformations, and instead of (3.15) we simply get AA(p/,p) =
A(Ap', Ap). We can therefore put A* = J#, with J# defined just as before.
Thus, after applying the current-conservation condition, instead of (3.21)
we obtain

out 7u in) _ q 2 / o
(wgrt, JH(0)wiy) = (2ﬂ)3F(k )0 + p)*- (3.26)
However, because now we are using a different normalization of state vectors,
the charge normalization condition (3.11) has also changed, and now reads

p,o’

(wgt,, J20)wR, ) =2 g 0, (3.27)

For F defined as in (3.26) this implies F'(0) = (27)3. Hence, if we redefine
Foew = (27) 73 F,1q, the equation (3.26) becomes

(\yg}t, JM(O)\D;?) = qF(K*) (p +p)*, (3.28)

where F'(0) = 1. This is the usual relation for the electromagnetic form
factor of a spin 0 particle, when expressed in the covariant normalization.
In fact, in Part III of this thesis we are going to work in that normalization.
In the remainder of this chapter, however, we continue using the normaliza-
tion (2.109).

3.3 Spin zero: Related diagrams

In the previous subsection we have arrived at the equation (3.21), which
expresses the matrix element (3.12) in terms of a single unknown real func-
tion F(k?). This function is the electromagnetic form factor of that particle,
and the equation (3.21) defines it only for zero or negative values of k2. This
is because the four-momenta p’ and p of (3.12) must be on their mass shell
and, furthermore, p® > 0 and p” > 0, which means that the transferred
four-momentum k = p’ — p is either zero or space-like.> However, it is very
useful to consider the function F also for other values of k2. To motivate
this extension let us first consider two other amplitudes closely related to
(3.12).

5As we mentioned in the previous subsection, this is most obvious in the center-of-mass
frame. Another simple way to show this is to transform into the rest frame of the incoming

particle, in which p = (m,0) and p’ = (1/p’?2 + m2,p’). Hence,

2
2 (\/Im_m) _pf2:_2m(¢m—m) <0.
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The first of them is

I'm D
p’,n;p,n®

(wp JH(2) W) - (3.29)

Here we have explicitly depicted the particle species labels to show that the
particle with the four-momentum p is the antiparticle of the particle with
the four-momentum p’. In (3.12) both particles were of the type n. We have

(g JH ()W) = e PP (g JH(0)%o) , (3.30)

! T =
p’,n;p,n®’ p’,n;p,n®’

which means that the condition 9,,J# = 0 implies

(p, + ﬁ),u (‘Ijopl’l,tn;f),nca Ju(o)\ll()) = 0 (331)

We can also try to apply the approach that yielded the normalization condi-
tion (3.11) for the original matrix element. Integrating the zeroth component
of (3.30) over the hyperplane ¢t = 0 leads to

(U9t nes QW0 ) = (2m)°6% (0 + B) (Wphy 5 e (0)W0) . (3.32)
Since Q¥ = 0,5 we obtain the requirement
(q/gslfn;,p/’nc, JO(O)\IIO) = 0. (3.33)

However, as we will see below, this condition turns out to be of little use.

Now, to make use of the Lorentz-covariance properties of (3.29) we can
proceed in the same way as we did to obtain (3.18). The result is that
the most general Lorentz-covariant form of the amplitude (3.29) can be
expressed in the form

(W2 s P (O)W0) = e (X () (6 4+ ) + Y (KD (0 — )"

(271’)3 /2p/0 20
(3.34)

Here, X and Y are some scalar functions of the on-shell four-momenta p’
and p. Unlike in the case of (3.18) we have not extracted the imaginary unit
1 from any of the functions, since now it is not possible to use the Hermiticity
of J# in the way as we did before to derive reality properties of X or Y.
Also, as before, there is only one independent non-trivial scalar that can
be formed from p’ and p, which we may choose as p,p". However, just as
we used (p’ — p)? instead of pp* in (3.18), we will make a similar choice

5By the arguments that we used to obtain (3.9) we find that Q¥ must be proportional
to ¥y. However, we can also see that (¥o, J*(z)¥o) must vanish as a result of the Lorentz-
transformations properties of J* and Wo. (Or, one can also say as a consequence of the
Wigner-Eckart theorem.) Hence, the constant of proportionality between Q¥ and ¥q
must be zero.
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here. We could choose to use (p’ — p)? in the direct formal analogy with
(3.18), but as we will see below, it is better to use (p’ + p)? instead. That
is, we define k = p’ + p here. The current-conservation condition (3.31) now
implies that X (k%) = 0. (Note that the allowed values of k? are now those
for which k% > 4m?, where m is the mass of the particle.” Hence, there is
no need to pay special attention to the case of k2 = 0.) We then obtain

(' = D)"Y (k7). (3.35)

(\IJOUt J”(O)‘I’o) _ q 1

We also can now see why the “normalization” condition (3.33) is of no help
here. If p’ = —p then p° = p® and the right hand side of (3.35) satisfies
(3.33) automatically, without any additional requirements on the function
Y.

The second amplitude that we wish to investigate is

I pC.
p’,nep,n

(Wo, J" (2) U eipn) - (3.36)

Repeating the steps that we took to obtain (3.35) we arrive at

(0. POV ) = s gy (7 PV ZHE). (33D

20 /250 P

where Z is a scalar function of k% = (p' + p)%.

Now we are ready to look more closely at the question of what is the
relation between the functions F', Y and Z. As we will see, they can be
thought of as continuations of the same function of complex k? into different
regions. First, note that for on-shell momenta the squares k* = (p’ 4 p)? of
Y and k? = (p' +p)? of Z are always positive, and satisfy k? > 4m?. To
summarize, the function F is defined for values k% < 0 of its argument, while
the functions Y and Z are both defined only for values k? > 4m? of their
arguments. Since the functions Y and Z seem to share the same domain, let
us first restrict our attention only to them. To relate the amplitudes (3.29)
and (3.36) we can use the operator CPT, the product of the operators of
charge conjugation, space inversion, and time reversal®. This operator is

"This is easy to see in the center-of-mass frame, when p’ = (\/f)2 + m?2, —f)) and
D= (\/1_)2 +m2,f)). We have

2
k= (2 f)2+m270) :4(f)2+m2) > 4m?.

8Sometimes people try to do this by arguing from the Hermiticity of J* and pre-
tending that something like the following formula is correct: (W;‘}%,J“(O)\Ifo)* =
(o, J*(0)Wp'5). This is similar to what we did in (3.19) but I do not think it works

here, since for multi-particle states we no longer have relations such as W35 = \I/‘I’,ui—,
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conserved in any quantum field theory. When applied to a state ¥y,
that corresponds to a single massive particle, the operator P of the space
inversion reverses the particle’s three-momentum and multiplies the state
vector by the intrinsic parity of that particle 7,,

PUpon =¥ pon- (3.38)

The effect of the operator T of the time reversal is to reverse both the
particle’s three-momentum and its spin z-component, multiply the state by
its time-reversal phase factor (,, and also to change the asymptotic “in”

state into the appropriate “out” state and vice versa,

T\I’in _ Q— \Ijout
-/ Sn

p,o,n —p,—o,n’
out in (339)
TWhon = ¥ p o

And, finally, the operation of charge conjugation changes particles into their
antiparticles and multiplies the state by its charge-conjugation phase factor

g’na
C\IJP,U,R = fn\pp,a,nc- (3.40)

Hence, altogether, the effect of CPT on a single-particle state of a massive
particle of spin zero is

CPTUL | = &G IOk, (3.41)
CPTUY = EntinCnWin e

It is possible to show? that in a theory that conserves the CPT operator one
must have

5;77:(; = EneMneCne- (3.42)

When we apply CPT to multi-particle asymptotic states, they transform as
direct products of corresponding single-particle states. Thus, if we consider
two-particle states consisting of particle-anti-particle pairs, and if we use
the fact that the parities i, ¢ and & are all just phase factors, we find

in __qJyout
CPT\III_)/7nC;p7n - \ij)l7n;p’nc’ (3 43)
out _ \Tyin :
CPTWﬁ’?”;p’nC - §/7nc;p’n.

Before we use this property we need to recall the important fact that
although the operators P and C are linear and unitary, the operator of time
inversion is anti-linear and anti-unitary. Anti-linearity means that for any
complex number a we have Taw = o*T. This property right away implies
that T cannot be unitary, because then we would have

(U, T®) = (T_l\ll, c1>) ,

9See, e.g., Chapter 5 of [9].
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the left-hand side of which would be anti-linear in ® (because of the anti-
linearity of T) and anti-linear in ¥ (because of the property of the scalar
product), while the right-hand side would be linear both in ® and ¥. In
fact, T is an anti-unitary operator, which means that it satisfies

(¥, 79) = (T"'v, )" (3.44)
Thus, we can write

(\Ifout (CPT)_lj“(:U)(CPT)\IJO)

/ D
p,n; pvnc ’

= ((CPT)WG, 5 e, I (2)(CPT)T, ) = (Wi ()W)

p,’n7§7nC’ p,’nc;ﬁ?n7
= (Wo, J* ()0 ). (3.45)

plvnc;ﬁan
One can also show that the electric current operator J* transforms as'®
(CPT) "' J#(2)(CPT) = —J*(—x). (3.46)

Hence, we can conclude

— (O panes T (0)0) = (W pnes —(0) o)
= (W, puer (CPT)TLIH(0) (CPT)Wo ) = (Wo, JH(O0) U5 ci5,) > (3:47)

which, together with (3.35) and (3.37), leads to the condition

Y () =

1
(271')3 /2p/0 2]30 (271')3 /2p/0 2230

This implies that the functions Y and Z must be the same,

(—p'+p)"Z(k?). (3.48)

Y (k) = Z(k?). (3.49)

In fact, since Y (or Z) and F have been defined on non-overlapping
domains we are free to denote them all by the same symbol F. Let us now
explore this further so that we can better understand why it makes a good
sense to consider Y, Z and F' as a single function. As we briefly mentioned
in Sec. 2.2, the matrix element (3.12),

(wgr,, 1 (0)wk,)

10See, again, [9]. One can show that the free photon gauge field a*(z) transforms
as (CPT) 'a*(z)(CPT) = —a*(—x). Since CPT commutes both with Ho and H this
result also extends to the same field expressed in the Heisenberg picture. Electromagnetic
currents appear together with the photon gauge field in the gauge-invariant combination
JHA,. (J*, Ay here represent the full, interacting fields.) This, together with the required
commutation properties of the interaction and the CPT inversion, [CPT, V] = 0, allows
us to infer the transformation property of any electromagnetic current J* under the CPT
operator.
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can be obtained from the momentum-space Green’s function
/ d'z dye®V e (o, T {J4(0)D(y) @ (x) } o) (3.50)

by the application of the LSZ reduction formula. For this to work, the scalar
field ®(x) of (3.50) must be such that ®f(z)¥( has non-zero scalar products
with single-particle states Wy ,, of the charged particle. In practice, the
application of the LSZ formula here entails bringing the external momenta p
and p’ of (3.50) on the mass shell (and both with positive zeroth components,
because as we discussed earlier, in (3.50) p’ exits the diagram and p enters
it), amputating the external propagators for the charged particle (which are
singular on the mass shell), supplying instead of them appropriate coefficient
functions of on-shell momenta p and p’ as required by usual Feynman rules
for incoming and outgoing particles, and supplying an additional constant
factor that depends on the renormalization scheme used for the field ®(z).
For our purposes these details are not very important, except for the fact
that we may disregard the external propagator poles of (3.50) since those
are stripped away in (3.12).

The reason why we are considering (3.50) is that while in the original
matrix element (3.12) the four-momenta p, p’ are necessarily on-shell, in the
expression (3.50) we are allowed to take them off the mass shell. In particu-
lar, we can attempt to change the sign of the time component of either of the
four-momenta — that is, their energy — from positive to negative. Then,
if we return to the mass shell again, but with the energy being negative,
the integral corresponds to the original amplitude but with the correspond-
ing external line “crossed”; if before that line corresponded to the particle
entering the graph now it corresponds to its antiparticle leaving the graph,
and vice versa. For instance, we can try to change the four-momentum p
into the four-momentum —p. If we denote this new value by p, that is, if

we put p = —p, and apply the LSZ formula, we obtain the matrix element
(3.29),
(\pg;)fm 5o J“(O)\l}o) .

Similarly, if instead of “crossing” the line carrying the four-momentum p
we “cross” the line carrying the four-momentum p’, that is, we change the
four-momentum p’ to p’ = —p’, we obtain an expression that corresponds to
the matrix element (3.36),

(W0, J#(O) TS i) -

We can now check that different definitions of k2 which we chose in form
factors F, Y, and Z follow this correspondence. The same can be said also
about the four-momentum factors that multiply those form factors in the
expressions for the corresponding matrix elements. (For example, in (3.21)
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we defined k = p’ — p, while in (3.35) we defined k = p’ + p, which is the
same as the first definition if we put p = —p. Similarly, the momentum
factor multiplying the form factor in (3.21) is (p’ + p), while in (3.35) it is
® —p).)

This shows why it makes a good sense to denote all three form-factors
by the same symbol F'. However, there is a problem with this argument. If,
for instance, we start with (3.50) and p, p’ both on-shell and future-oriented,
then k% = (p’ — p)? < 0. Now, if we keep all the components of p and p’ real
and continuously change p and p’ along some path that starts at the original
values of p and p’ and ends with p’ back at its original value but p reversed
to —p, then along this path the value of k% must also change continuously,
and furthermore must always be real. But since the path starts at a negative
value of k%, (k%) ;. < 0, and ends at a value that satisfies (k%), ., > 4m?,
there must be a point on this path when k? = 4m?2. And this is a problem,
because using the methods that we have briefly discussed in Sec. 2.5 it can be
shown that at k% = 4m? the Green’s function (3.50) has a normal threshold
singularity. Thus, in order to connect the region of k? < 0 with the region
k? > 4m?, we are forced to venture into the complex plane of k2. In fact,
one can make strong claim that F(k?) is analytic in the upper half-plane of
k2. There is a branch cut, starting at the lowest threshold at k? = 4m? and
going to k% = 4-00. As we move from the region k? < 0 towards k? > 4m?
we can avoid all normal thresholds that stand in our way by giving k2 a
small positive imaginary part. It can be shown that the physical region,
which corresponds to (3.29), (3.36), can indeed be reached by approaching
the branch cut from above, that is, by taking the limit of k* = R{k?} +ie for
e — 0. Furthermore, as we have shown earlier, near the equation (3.19),
for k2 < 0 the form factor F(k?) must be real. Assuming, therefore, that
for 3{k?} > 0 the form factor is indeed analytic, one can use the Schwarz’s
reflection principle to show that F' is analytic everywhere on C— [0, c0), and,

furthermore, that F' ([k‘z]*> = F(k?)*. In fact, one can argue that F is real

all the way to the lowest threshold, which then implies that F' is analytic on
C — [4m?, 00).

3.4 Spin 1/2 particle
Let us now discuss the case of a spin 1/2 particle. In this case the form
factor formula for the amplitude (3.1) becomes more complex, because a

spin 1/2 particle has more complicated Lorentz-transformation properties
than a spin 0 particle. Transformation properties of a spin 1/2 particle are

given by
0 1
U, =B S DE ) W @51
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1
where D[(;?g(R) is the matrix corresponding to the transformation of a spin
1/2 system under the rotation R, and the rotation W(A,p) is the little
group transformation corresponding to the Lorentz transformation A and the
initial four-momentum p. (See, e.g., [9] for details.) We will not describe here
the details’' but one can show that a general Lorentz-covariant amplitude
(3.1) of a spin-1/2 particle can be expressed in the form

out i in _ 9 Wit
(U JH OV, ) =i ( 2W)3u(p Lo T, p)u(p, o), (3.52)

where u is the coefficient function of the Dirac field (a precise convention
will be specified below) and T'* is a four-vector 4 x 4 matrix function of p/,
p and the gamma matrices. We can expand an arbitrary 4 x 4 matrix in the
basis constructed from products of gamma matrices: 1, v#, [v*,v"], v"vs,
and 5. To build a four-vector matrix I'*, using the above matrices and the
four-vectors p’ and p, we can use a linear combination of the following terms:

e Using the unit matrix 1 we can construct two independent four-vector
terms p'#1 and pH1.

o Using the matrices v* we can construct the independent terms ~*,
oy, pro Y, pPpuy”, and prpuyt.

o From [y#,~"] we can construct the independent four-vectors [y*, v"]p.,,
YA pws PP, Y7 1P,pe s and pH P, Y7 ], ps-

o Since y#v5 transforms as a pseudo-vector (or, in other words, as an
axial vector), we must contract it with €uvpo to produce a vector-
like quantity that transforms as a true vector under space inversions.
Hence, only one independent combination is possible: e*” p"’yl/yg,p/ppo.

e The matrix 5 transforms as pseudo-scalar. Hence, we again need to
create a product of it with €,,,,. However, since there are only two
independent momenta p’, p available, all such four-vector combinations
vanish. (E.g., eP7p,p,pl, is identically zero.)

All of these terms can be multiplied by any scalar functions of p’ and p. As
before, we will express those functions in terms of the invariant square of
the momentum transfer, k2 = (p’ — p)2.

Considering all these options, it may seem that a general form of I'*
is very complicated. Fortunately, one can greatly reduce the number of
independent terms by using the fact that the coefficient functions u and u

HNote, however, that if one is satisfied with an argument limited to the perturbation
theory then the result follows directly from the Feynman rules and the methods described
in Sec. 2.2.
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satisfy the Dirac equations'?

(—ipuy" + m)u(p, o) =0, (3.53)
and

u(p’, o) (=ip, " +m) = 0. (3.54)

For example, the term p'#p! 4" effectively reduces to —imp’* when multiplied
by u from the left. Similarly, one can see that all the terms proportional to
a single gamma matrix except for v# are equivalent to one of the terms p'#1
or p*1. Furthermore, we have

u(p')[v", " Ipyu(p) = w(P)({" 7" }pl, — 297D, )u(p)
= u(p’)(—=2p™" + 2im~y*)u(p),

which is a linear combination of ulu and uy*u. We can handle other terms
containing the commutator of two gamma matrices similarly. And lastly, to
express e“l’p"’y,/yg,p;p(, as a linear combination of 1 and +* we can write

P75 ppe =
i
6
and move all the matrices v to the left and the matrices 77 to the right,
so that we can apply the Dirac equations. Altogether, we find that it is in
effect possible to express I'* as a linear combination of only three terms, p'#,
pt, and y*. Hence, a general Lorentz-covariant expression for the amplitude
is

(VAP 4+ AT AP = APAHYT = TP — P plpe

out o in 9 m 2
(qlp’p’,nﬂj (O)q}p,a,n> - Z(2W)3u<p 70—)|:’Y F(k )

- o+ PG

From the Hermiticity of J# we can obtain the condition
F'u (pa pl) = _BPHT(pla p)/Ba

which means that the functions F', G and H, as defined above, are all real.
The current-conservation condition (3.3) requires!3 that H(k?) = 0. That

= )b ). (3.55)

2m

12Warning: This subsection is less detailed, and since we mainly follow the treatment
of [9], I decided to use the definition of gamma matrices used in that textbook, to make
it easier for the reader to refer to a more complete treatment. This leads to a somewhat
unusual convention, when (unlike [9]) we use the metric n = diag(1l,—1,—1,—1), and
gamma matrices that satisfy {v., v} = —2n...

13We have

/ / 12 ’ /
@ —pu@ +p)" =p"+p p—p-p —p°=m’—m’ =0,
and
" (p' = p)uu = it [(—iv"p, +m) — (—iv"pu +m)| u=0.
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is, we have obtained the formula

!
p’,o’n> p,o;n

(q}out J‘M(O)\I/in )

. q .y 2 i / 2

= ZWU(P ,0') [’Y“F(k ) — %(P +p)FG(k7)| u(p, o). (3.56)
Thus, as we can see, for a spin-1/2 particle there are two independent form
factors. To derive the consequence of the normalization condition (3.11) we

can use the identity {y*, —iv"p, + m} = 2ip" + 2m~* to obtain

u(p)(—2ip")u(p) = u(p)(2my")u(p).

Also, since u(p, o’ )u(p, o) = 65om/p°, we arrive at

(\Ifout, JH(0)Tin ):La, [pﬂF(O)erﬂG(O) : (3.57)
p,o°,n? p,o,n (27[-)3 oa pO pO

Hence, the normalization condition (3.11) in this case reads
F(0) + G(0) = 1. (3.58)

As we have seen, there are many ways to construct a four-vector matrix
from gamma matrices and two four-momenta p’ and p but when sandwiched
between u and u only 3 of the terms are independent. This means that there
is a substantial freedom of choice when deciding in what form to express the
product ul'u. In the rest of this subsection we will describe a representation
which is probably the most common. This representation uses the matrices
v* and [y*,4"](p’—p), instead of the pair v* and (p’+p)* employed in (3.56).
More specifically, we write

e
p,0 N’ p,o,n

(\Ilout J“(O)\Ilin ) —
q
(2m)3
where Fi is called the Dirac form factor and Fy the Pauli form factor of
the particle. To express these form factors in terms of the form factors F

and G we need to express the matrix [y*,+”](p’ — p), in terms of matrices
v and (p’ + p)* that figure in the original expression (3.56). We have

d
2

i u(p’,0’) {V“Fﬂk?) 210 = p)uFa(k?) | u(p, o), (3.59)

u(p', o) (V21 (0 = p)v) w(p,0)
u(p’,o’) (=2p, 7" + {7,770, — v 20 + {" 7" }pw) u(p, 0)
a(p’,o’) (4im~y* —2(p" + p)*) u(p, o).

(3.60)
Using this in (3.59) and comparing with (3.56) gives
F(K?) =Fi (K*) + 2mFy(k?),

G(k?) = — 2mFy(k?). (3.61)
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The normalization condition now reads
Fi(0) = 1. (3.62)

And lastly, let us remark that it is often useful to define the electric form
factor Gg and the magnetic form factor Gy,
2 2 k? 2
=F - —F
Gp(k™) =F1(k%) — 5~ F2(k%),
G (k%) =F (k%) + 2mFy(k?).

(3.63)

(Or, in terms of F and G, Ggp = F — %G and Gy = F.)

3.5 Magnetic dipole moment of a charged particle
of spin 1/2

The interaction of a charged particle with an external magnetic field that
is time-independent should be well-described by the interaction term of the
form

V(0) = 7/d3x 3(x,0) - A(x), (3.64)

where A(x) is the static vector potential of the external field. Under these
circumstances, it should be therefore possible to provide a complete de-
scription of that interaction in terms of only A(x) and form factors of the
interacting particle. In case of a spin 1/2 particle, one of the measurable
parameters of such an interaction is the magnetic anomaly of that parti-
cle, and in this subsection we are going to derive the relation between this
quantity and the particle’s electromagnetic form factors.

The g-factor g can be defined by the statement that in a weak, static,
and slowly (in space) varying magnetic field a stationary particle of spin 1/2
has the interaction matrix elements

(vt Vg,) = —2- (3%) B (p), (3.65)
where J(3) are the angular momentum matrices for spin 1/2, and the inter-
action can be expressed as in (3.64). In order to obtain the relation between
g and form factors, we will need to take an appropriate limit of (3.56) and
compare it to (3.65).

In fact, it will be convenient to use yet another representation of (3.56),
which is of the form

u(p’, o’ )T*(p', p)u(p, o) =
(' +p)HAK) —

) )

5 "7 1@ = P B(K) | u(p, o). (3.66)

u(p', o) 2m
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Using (3.60) we can rewrite this as
u(p’, o’ )I*(p', p)u(p, o) =
a(p', o) [—Wp' +p)" (A(R?) — 2mB(k?) ) + 2mwB<k2>} u(p, o).

2m
(3.67)
Comparing this with (3.56) gives F' = 2mB and G = A — 2mB, or
A=G+F,
3.68
B=_F (368)
2m
To summarize, we have found that
out " in _ . qa - L / m 2 2
(\ij’,a’,nvj (O)\Ilpp,n) - (27T)3u(p y O )|: om (p +p) (G(k )+ F(k ))

~ ﬁ 4] (0 —P),,F(k:Q)]u(p, o). (3.69)

Let us now calculate the spatial components of this amplitude in the
limit of very small momenta. In the representation'

o (01 (0 o
v = 1(1 0), vy = Z(—cr 0), (3.70)

we have!®
i U]~ Lk (oe O
TU=— A =5 o) (3.71)
and
o _ 4. o0l _%foi O
TV = 4[%7]—2<0 _UZ). (3.72)

Here o are the Pauli matrices

n=(V o) m= () (o %) em

Furthermore,
1 0
1 1 1]0 1 1 |1
0,-)= ——) = .74
0 1

MReminder: For an ease of comparison, we are using the representation of gamma
matrices from [9], although we use a different metric convention. Hence, in terms of our
metric, {y*,7"} = —2n*".

15T atin indices such as i or j assume only the values corresponding to the spatial com-
ponents, e.g., i € {1,2,3}. Also, '3 = +1.
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Hence, we can obtain

o g . 1
(0,0 [y, ]u(0,0) = 2ie"* (oy,) ., = 4ic* (Jé2)> , (3.75)

and
(0,0") 17, 7*Ju(0,0) = — (07)y15 + (1) 7 = 0. (3.76)

Now we are ready to consider the limit of the space components of (3.69)
when |p'|, |p| << m. To the first order in the momenta we have

out k in . 9q _ L 1k k ,
(lIJp’,a",na J (O)IIIP,U,n) - Z(27.[.)3 |: 2m (p +p )60 o (G(O) + F(O))

1

1
— e ), <J£3)> F(O)} (3.77)
oo
Recalling now the space-time dependence

(\I,out Jk(:lj)\I/m ) — ei(p’fp)-:r (\I,out Jk(O)\I’m ) 7

i /!
p,0°,n? p,o,n p,0°,n? p,o,n

we see that in order to obtain the matrix element of the interaction
V(0) = —/d3xA(x) -J(x,0),

we just multiply (3.77) with exp (i(p’ — p) - z), form the scalar product with
(minus) the vector potential of the external field, and integrate it over the
whole three-space. The term proportional to d,/, (p’'+Pp)-A(x) corresponds
to the interaction of the moving charge with the external field, and we are
not interested in it. Instead, we will focus on the second term, which can
be expressed as below,

q
(2m)?

/d3x o i(p'—p)x %A(X) . {(p/ —p) % (J(%))

p'.o’n p,o,n X

(U, VR, ) =i
(3.78)

U/J F0)+ ...,

where we do not explicitly write the contribution from the first term. Writing

(p’ — p) e HP'=P)X 55 Ve~ P’ ~P)X and integrating per partes yields

(U VU, ) = —
- ,7 7 . (2m) 1 (3.79)
/d3x e PIRIX (Y x A(x)) - (33)) | F(0)+ ...
m oo

If we now assume that the magnetic field B = V x A is approximately
constant across the space, we can easily evaluate the integral and obtain

(\I,g}’tg/m, Vqli?,a,n) _ _%53(10/ —p)B- (J(%))U’o’ FO)+.... (3.80)
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Comparing this with (3.65) then leads to'6
g =2F(0). (3.81)

In terms of the Dirac and Pauli form factors we have F/(0) = F1(0)+2mF»(0).
With help of the normalization condition F;(0) = 1 we can then write

g =2+ 4mF(0). (3.82)

If we calculate the amplitude (3.1) for a spin 1/2 particle considering only
the tree level diagram we obtain F» = 0. This corresponds to the original
Dirac’s prediction g = 2 in his relativistic quantum mechanics. Also, using
the definition a = (g — 2)/2 of the magnetic anomaly a we can express the
result (3.82) more simply as

a = 2mF5(0). (3.83)

In other words, the magnetic anomaly corresponds to the value of the Pauli
form factor F» at k? = 0. (Note, however, that there is no complete consen-
sus on the exact definition of the form factors and the Pauli form factor is
often defined as the whole product 2mF,(k?). One would then have directly
a = F»(0).)

Note that the terms represented by dots do not contribute if the particle does not
move.
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Chapter 4

Unitary and Analytic model

At this point we are finally ready to introduce the Unitary and Analytic
model. (From now on, we will use the abbreviation U&A for “Unitary and
Analytic”.) This model provides an approximate description of electromag-
netic form factors of hadrons. At its core the model is determined by the
particular analytical structure that it imposes on the form factor. It de-
scribes the form factor as an analytic function that has exactly two branch
points, both of them of the square-root type, and a number of particle poles
corresponding to resonances which couple to the virtual photon. Since the
number of resonances that enter the model is not determined in any fixed
way, in a certain sense the U&A model is a framework rather than a model.
Within that framework we can construct different models for the same form
factor and — even more importantly — we can construct various models
for different form factors. It is this universality that is perhaps the most
attractive feature of this phenomenological framework.!

Before we move on to heuristically introduce the model, let us first sum-
marize some of the key properties that this model aims to satisfy:

o We will take for granted the assumption that on the physical sheet
the form factor is analytic everywhere except for its normal thresh-
olds, which are located on the positive real axis of the Mandelstam
variable s. It can be shown that the lowest threshold is always of
the square-root type (see, e.g. [1]). The U&A model works under
the approximation that there are only two normal thresholds, both of
which are assumed to be of the square-root type. The lower of those
two thresholds is called the elastic threshold and corresponds to the
lowest threshold of the real form factor. The higher one, on the other

Tt should be noted, however, than when the model is applied to hadrons that contain
more than two valence quarks an additional care must be taken to ensure an acceptable
asymptotic behavior at large energies. The established procedure (see [18]) for dealing
with these cases becomes cumbersome rather quickly as the number of valence quarks
grows. We will briefly return to this topic at the end of this chapter.

137
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hand, does generally not correspond to any specific physical threshold.
Instead, it plays the role of an “effective” threshold, meant to approx-
imate the cumulative effect of all higher thresholds of the real form
factor. We will call it the inelastic threshold. Since these two thresh-
olds are both of the square-root type, they generate a four-sheeted
Riemann surface, and in accordance with our assumption that there
are no other singularities present in the form factor on the physical
sheet, we need to make sure that our model is analytic on the first
sheet of its Riemann surface.

e The interaction between the virtual photon and the hadron is en-
visaged as being mediated by vector meson resonances. We need to
consider resonances that have the same (conserved or approximately
conserved) quantum numbers as the photon. This means that the
resonances must be spin 1 particles with the space inversion parity
n and the charge conjugation parity ¢ both equal to —1.2 Since the
electromagnetic current has both isospin 0 and 1 components, we may
consider both isoscalar and isovector resonances. We will place a se-
lected number of vector meson resonance poles on the Riemann surface
on which the U&A model is defined. Since on the physical sheet the
form factor should be analytic, we place those poles only on the un-
physical sheets — that is, only on the second, the third or the fourth
sheet of the Riemann surface, but never on its first sheet.

e The property of Hermitian analyticity requires that on the physical
sheet the form factor is real below the lowest threshold. To make
sure that this property holds, we provide with each resonance pole
also its associated “shadow” pole located at the complex conjugate
position. Note that the reality of the form factor below the lowest
threshold is related to the condition of unitarity. (Recall our mention
of how the Hermitian analyticity follows from the generalized unitarity
in Sec. 2.5.) It is partially because it satisfies this property that the
model has the word “unitary” in its name.

2Recall that values of internal parities, such as 7, £ or ¢ are in general not fully deter-
mined by the theory. This is because we can combine their corresponding operators —
P, C, or T — with any operators of internal symmetry to define new operators P, C, and
T. For example, if P is conserved, then so is also the operator e/(®@+8B+7L)P  for any
real values of «, 3, and ~, where @, B, L are the operators of the electric charge, baryon
number, and lepton number, respectively. This new operator can serve as the operator of
space inversion just as well as does the original operator P. Thus, we can always adjust
the numbers «a, 3, and v to fix the internal space-inversion parities of any three particles,
provided that they have linearly independent values of (), B, and L. In fact, people often
use this freedom of choice of the operator P to set the internal parities n of the proton, the
neutron, and the electron to be all equal to +1. However, internal parities of completely
neutral particles that carry no conserved internal charges — such as the photon — are
independent of such re-definitions of P or C, and are therefore meaningful on their own.
(For further discussion of this topic, see, e.g., Chapter 3 of [9].)
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o We also need to make sure that the model is correctly normalized
and that it possesses a suitable asymptotic behavior at high energies,
as predicted by the QCD. (Although we will ignore the logarithmic
corrections.) Note that the first requirement, the normalization, is
always simple to satisfy. The second requirement, on the other hand,
is satisfied for mesons automatically, but requires special care if ones
wishes to formulate the model for hadrons that consist of more than
two valence quarks.

o Under these assumptions, on the physical sheet the form factor is fully
determined by the location of its lowest branch point and the discon-
tinuity across the branch cut. (This follows, for instance, from the
dispersion relation (4.1) derived below.) We select resonances and
adjust locations of their poles and values of their residues, as well
as the position of the inelastic threshold, in such a way as to faith-
fully approximate the discontinuity of the real form factor. As a rule,
this is achieved by fitting the model to the experimental data for the
corresponding total cross section. Since it is possible to derive from
unitarity a constraint on this discontinuity, this is another sense in
which the model can be said to be unitary.

In the following sections we will more closely introduce the model. We
will focus mainly on the general structure rather than on specific technical
details. Let me also mention that some aspects of the presentation given here
are my own and different from earlier treatments. The reader interested in a
more traditional, and in some sense also more detailed treatment, is advised
to consult the review [18]. If one is interested in the history of the model,
a good first step could be to look at the work [19], which is the earliest
English-language reference that I know of in which an early version of the
U&A model was presented.

4.1 From dispersion relation for form factor to
vector meson poles and branch cuts

In this section we are going to motivate the introduction of the U&A model.
We will choose a path that is not the most direct one, but which will lead
us to several other useful concepts along its way.

We will start by formulating what is commonly known as the dispersion
relation for the form factor. It is a consequence of the following two proper-
ties. The first one of them is the assumption that on the physical sheet the
form factor is analytic everywhere except for the interval [sg, 00), with the
positive number sy representing the location of the lowest threshold. The
second assumption regards the asymptotic properties of the form factor for
large values of its argument. In accordance with QCD we assume that for
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large values of |s| the modulus |F(s)| of the form factor decreases at least
as fast as |s| . Then, if we integrate the expression F(s')/(s' —s) — as a
function of s’ — over the contour depicted in Fig. 4.1, in the limit when the
radius of the circle goes to infinity, we can easily evaluate the integral using
the residue theorem. This yields the value 27miF'(s) for the whole integral,
because the integration contour is traversed in the counterclockwise direc-
tion and the residue of F(s')/(s' — s) at 8’ = s is F(s). Next, we observe
that because of the asymptotic properties of F' the part of the integral over
the large circle vanishes. Only the parts of the contour that go right below
or right above the branch cut contribute, and since F(s*) = F(s)*, their
overall value equals

/S:o ds' (F(s' +ie) — F(s' —ie)) =
/S:O ds' (F(s' +ie) — F(s' +ie)*) = 2i /S:o ds'S{F(s' +ie)},

where € is positive and infinitesimal. Combining these results, we find that

/ s y S{E(s" +1e)} +ze)} (4.1)
s'—s
This is a very useful result on its own. We can see that the discontinuity
across the cut fully determines the form factor. There are various ways how
one can attempt to determine or approximate this discontinuity. Here we
will introduce a simple but useful approach, which basically corresponds to
the vector meson dominance model.

Roughly speaking, in this approach one describes the interaction of the
virtual photon and a hadron as being fully mediated by vector meson res-
onances which have the same conserved quantum numbers as the photon.
Let us suppose that we are considering in total N such resonances and de-
note them by the label » = 1,..., N. In the first approximation we pretend
that these resonances appear as single-particle contributions in the sum over
intermediate states of definite total four-momentum. Hence, in this approx-
imation we consider them as if they were stable particles, which means that
their associated poles should appear in the form factor on the physical sheet.
These poles need to be at values s = s, = m?2 that correspond to the squares
of their approximate energies. Of course, since these particle are not really
stable, their energies all lie above the lowest threshold: s, > sg for all r.
This means that these resonance poles all lie inside the interval [sg, c0) and
are therefore consistent with the analytic properties of the form factor that
we assumed during the derivation of the dispersion relation (4.1). If we as-
sume that no other intermediate states contribute to the discontinuity of F,
then we can write

N
s)p=m Z a,m26(s —m?), (4.2)
r=1
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Figure 4.1: The integration contour that can be used to obtain the dispersion
relation (4.1) for the form factor. We assume that the form factor is analytic
everywhere except for the interval that starts at the lowest threshold (at
so > 0) and continues to infinity along the positive real axis. In the limit
of infinite radius the part of the integral over the large circle vanishes as a
consequence of the assumed asymptotic properties of the form factor. (Note
that the integral over the small left semicircle centered at s = sy does not
contribute anything beyond what has already been included in (4.1) as the
discontinuity at s = sg. However, for this to be true that discontinuity at
s = sg must included in the integral, so strictly speaking the integration
bounds in (4.1) should be from sy — 4 to oo, in the limit that § — 0". Under
normal circumstances, however, this does not make a difference in (4.1), so
we will ignore it here.)
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where a, are some unknown coefficients. (Those coefficients are related to
particular coupling constants, but we will not need to use that detail here.)
If we use this approximation in the dispersion relation (4.1), we can easily
calculate the corresponding form factor

N
Fs)=Y a;i (4.3)
r=1 mp —s

This is the Vector Meson Dominance (VMD) model of the form factor. (See
[20] for a more complete discussion of this approach.)

There are several problems with the function (4.3). First of all, there
should also be contributions of other intermediate states to the disconti-
nuity, not just the contribution from resonances. Starting from the VMD
model (4.3), however, it is not at all straightforward to include these other
contributions, since resonances are not orthogonal to multi-particle states of
definite momentum. The second problem, related to the first one, is that the
electromagnetic form factor should have no poles on the physical sheet, and,
furthermore, that resonances should not be treated as stable particles. The
U&A model does partly address some of these issues. It retains the VMD
model’s fixation on the resonance poles, but introduces two normal thresh-
olds, and this allows one to treat resonances in a more appropriate way by
hiding them behind the branch cuts. This also means that the resonances
no longer figure in the discontinuity as if they were stable particles.

As was already mentioned several times, in the U&A model there are
two branch points. The branch point that is located at the higher value of
s is called the inelastic threshold and its position is usually left as a free
parameter that is determined by a comparison with data. On the other
hand, the lower, elastic threshold should correspond to the physical lowest
threshold, and its position is therefore fully determined. Let us now discuss
where should this elastic threshold be located. Before we proceed we need
to make it clear that form factors that we are trying to describe by the
U&A model are meant to correspond to matrix elements (3.1) evaluated
with electromagnetic and weak interactions switched off. These form factors
represent only the effects of strong interactions. The lowest mass strongly-
interacting particles that exist in scattering states are pions. Since in the
current chapter we will work under the approximation that the isotopic spin
symmetry is an exact symmetry of strong interactions, both the charged and
the neutral pion will be described as having the same mass. Generally, one
would expect that the elastic threshold is the threshold for the production
of two pions, but that is not completely correct, because sometimes the
two-pion intermediate states are not allowed. This a consequence of the
fact that we often consider isospin zero and isospin one components of the
electromagnetic current separately. (Sometimes this is forced upon us, but
often it is just a convenient choice.) To see how this works, consider some
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general state consisting of a pion and its anti-particle described in its center-
of-mass frame,

U= Zt:/d?’p x(p.t;—p,—t) a'(p,t)al (—p, —t) Ty, (4.4)

where ¥ is the vacuum state, aT(p, t) is the operator that creates the pion
of three-momentum p and isospin 3-component ¢ and x(p1, t1; P2, t2) is the
wave-function for this two-particle state. Note that for the pion the vari-
able t can have values —1, 0, and +1, corresponding to the particles 77,
70, and 7, respectively, and that 7~ is the anti-particle of 7%, and 7°
is its own anti-particle. This is the reason why the isospin 3-components
in (4.4) are specified as ¢ and —t. Now, pions are bosons, which means
that the creation operators af(p,t) commute with each other. As a conse-
quence, we may replace x(p,t; —p, —t) in (4.4) with its symmetrized version
{x(p,t; —p, —t) + x(—p, —t; p, t) } /2 without changing the state . In other
words, we can assume without the loss of generality that under the exchange
of both the momentum and the isospin variables the wave-function x is sym-
metric. However, if the state ¥ is to be produced from a virtual photon it
must have the same total angular momentum as the photon: its total an-
gular momentum must be 1. But because pions are spin zero particles this
implies that the orbital angular momentum of the two-pion state ¥ must
be 1, and x is therefore anti-symmetric under the exchange of the momen-
tum variables, x(p,t; —p, —t) = —x(—p, t; p, —t). It must therefore be also
anti-symmetric when only the isospin variables are exchanged. But a direct
product of two j = 1 representations of the group SU(2) decomposes into a
direct sum of one j = 2, one j = 1 and one j = 0 irreducible representations.
When we exchange the order of the two j = 1 systems that form the direct
product, the components of the irreducible representations with j = 2 and
j = 0 remain unchanged and the components of the j = 1 representation
are multiplied by —1. In other words, only the part with the total isospin
1 is anti-symmetric under the exchange of the isospin variables of the two
pions, the other two irreducible representations are symmetric. To summa-
rize, we found that if the state W of (4.4) has the orbital angular momentum
[ =1, as it does if it is produced by a virtual photon, then its value of the
total isospin must be 1. This means that if a form factor corresponds to
the isovector part of the electromagnetic current — the part with isospin 1
— then its lowest threshold is indeed at s = 4m?2, where m, stands for the
pion’s mass. However, if a form factor corresponds instead to the isoscalar
part of the electromagnetic current — which is the isospin 0 component —
then two-pion intermediate states are not allowed. In such cases there is
no singularity at s = 4m2 and the lowest threshold is located at s = 9m2,
which corresponds to the opening of the three-pion channel.

Note that the two-pion state (4.4) with x that is anti-symmetric both un-
der t — —t and under p — —p has the same value of the charge conjugation
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parity as the photon. (If that was not the case, then two-pion intermediate
states would be forbidden even for isovector components of form factors.)
We can verify this by directly applying the charge conjugation operator C
on U of (4.4)

0w =3 [ @px(p.ti-p =) [Cal(p.0)C ] [Cal (-p, 010 ] O
-2 / d*px(p.t; —p, 1) [&al(p.—1)] [ al(=p,1)] T
= Et:/d3px(p,t; —p,—t) al(p, —t)a' (—p, ) Vo
= Zt:/d?’p X(p, —t; —p,t) al(p,t)a’ (—p, —t) ¥y = — ¥, (4.5)

where we denoted by & the charge conjugation parity of the pion with
isotopic spin 3-component t. To obtain the third line from the second line
we used the fact that the product of the charge conjugation parities of a
particle and its anti-particle is always +1. This implies that &£, = 1. In
the last step we used the anti-symmetry of y under the interchange of isospin
variables. The result C¥ = —W¥ means that the charge conjugation parity
of ¥ is —1, the same as that of the photon.

Both the elastic and the inelastic threshold of the U&A model are of the
square-root type. Together they therefore generate a four-sheeted Riemann
surface. In the core of the U&A model lies a particular transformation
that maps this four-sheeted Riemann surface in a one-to-one fashion onto a
single complex plane, in which the form factor is then constructed. We will
introduce this mapping in the next section.

4.2 Unfolding the Riemann surface

There are many ways to map a four-sheeted Riemann surface onto a single
complex plane. The U&A model employs a convenient choice of such a map,
but since that choice is not unique in any sense that I am aware of, I will
not attempt here to derive that mapping. Instead I will simply introduce
that mapping and describe its properties.

However, before we start discussing the transformation employed in the
U&A model, let us first briefly consider a simpler case, in which we assume
that the form factor F'(s) is an analytic function with only a single branch
point. This will allow us to introduce in a more accessible setting some of
the elements that will be employed later in the U&A model. We assume here
that the (only) branch point of F(s) is of the square-root type, and that it
is located at s = sg > 0. We choose the branch cut to go along the positive
real axis from sy to infinity. In accordance with our earlier discussion we
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assume that for s > sy the physical region can be reached by approaching
the branch cut on the physical sheet from above. (Note that the physical
sheet is the first sheet of the Riemann surface.) If we then cross the branch
cut from above, we appear on the second sheet of the Riemann surface, and
if we continue further along a circle around sq in the clockwise direction —
that is, if we encircle the branch point on this second, unphysical sheet —
and then cross the branch cut from above once again, we return to the first
sheet and appear just below the branch cut. This is because the branch point
is assumed to be of the square-root type, which means that the Riemann
surface has only two sheets. The most straightforward way of mapping this
Riemann surface onto a single complex plane is to define the variable ¢ as

g =5, (4.6)

where /- is the branch of the square root with the branch cut on the positive
real axis, defined in such a way that on its first sheet it maps positive real
numbers onto positive real numbers. This means that we have

Vreid| = \/rei®/?, where 0 < ¢ < 2m, (4.7)

where we used the subscript “I.” to indicate that this holds on the first sheet
of s = re’®. (And /7 is just the usual positive square root of a positive real
number.) On its second sheet, this square root is instead

Ve[, = VrelTH2) — _\/rei¢| | where 0 < ¢ < 2. (4.8)

.

Clearly, the function (4.6) lives on a two-sheeted Riemann surface of s with
the branch point at s = sg, and with the branch cut going from sy further
along the positive real axis. It maps the branch point to ¢ = 0, and the
physical sheet of the Riemann surface — which corresponds to the first
sheet of /- — onto the upper half-plane of ¢. It maps the second sheet onto
the lower half-plane.

Note that at the branch point the map ¢(s) is not analytic and, in par-
ticular, it does not preserve angles there. This becomes very obvious if
we consider the real line on the first sheet of the Riemann surface, which
clearly is quite an important line for the application of the form factor F'(s).
If s < sg it is unambiguous whether we are on the first or the second sheet,
but if s > sg we are right on the branch cut, so a greater care needs to
be taken. In accordance with the definition (4.7) the physical region corre-
sponds to the line that can be reached by approaching the branch cut on the
physical sheet from above. (For this reason it might be better to just say
that we are considering the line R + ie, ¢ — 0, on the physical sheet of s.)
Now, if we inspect (4.6) we can easily see that ¢ maps this line onto the curve
that starts at “4i00” on the g-plane, goes along the imaginary axis straight
down to ¢ = 0 — which corresponds to the branch point s = sg — and from
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there continues along the positive real semi-axis to infinity. The fact that
at ¢ = 0 this straight line suddenly breaks at a right angle illustrates that
q = q(s) is singular? at s = so.

Now, suppose that we wish to construct a model of F(s) on this two-
sheeted Riemann surface. One way we could do that is by constructing a
suitable function F'(q) defined on the complex plane of ¢, and then defining
F(s) = F(q(s)). An advantage of this is that all the complications related
to the branch structure of the Riemann surface are automatically taken care
of by the transformation s — ¢(s) of (4.6). For example, if F' is analytic
everywhere on the g-plane, then F' is an analytic function everywhere on the
Riemann surface of s, except for the single branch point at sg. According
to our previous discussion, however, this would not be the most appropriate
choice of F. Indeed, F (s) should be analytic — but only on the physical
sheet! Hence, we would like to choose F(q) that is analytic on the upper
half-plane of ¢, but on the second sheet we expect F(s) to have some sin-
gularities. In the spirit of the present chapter we want those singularities to
be resonance poles. Suppose that there is only a single resonance available,
of mass m > sy and decay rate I'. As we mentioned in Sec. 2.6, the “Breit—
Wigner” pole at s = (m — i/ 2)2 is most directly accessed from the physical
region by moving downwards across the branch cut. It is therefore located
on the second sheet of s. Just as we expected, on the g-plane this pole is
located in the lower half-plane. We can calculate its position directly from
(4.6), but we need to be careful to choose the formula for the second sheet
of s — that is, we must use the square root (4.8). Denoting the position of
this pole by ¢, we have

g = \/'m2 —TI2/4 — 59 —imlD|

which is located in the lower right quadrant of the ¢-plane. As we also
discussed in Sec. 2.6, this pole should have an associated “shadow” pole
located at the complex conjugate position. That is, the “shadow” pole is at
s = (m+14'/2)? on the sheet that is accessed from the physical sheet by
crossing the branch cut from below. In our case, this is again the second
sheet of s. Denoting the “shadow” pole’s position on the g-plane by g2, we
have

72 = \/m2 —T2/4 — 5o +4ml| .

This point lies in the lower left quadrant of the g-plane. In fact, we can
easily see that g; and ¢o are located symmetrically at mirror positions with
respect to the imaginary axis: we have R{¢q1} = —R{q2} and S{q1} = I{q=2}.
This can be expressed more economically as g2 = —¢j. Now, if we choose
their respective residues such that one is minus the complex conjugate of the

3 As is well-known, analytic functions preserve angles. This is the reason why another
term that can be used to say that a function is analytic is to say that it is conformal.
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other, then resulting form factor will be real on the imaginary axis.* But
the positive imaginary axis of g corresponds to the values of s < sy on the
physical sheet, so we see that this choice of F(q) leads to F(s) that satisfies
the condition of Hermitian analyticity.

Let us now without further delay proceed to the discussion of the map-
ping used in the U&A model. The Riemann surface now has four sheets,
which are generated by two branch points of the square-root type. The elas-
tic threshold is located at s = sg and the inelastic threshold is located at
§ = Sin, and we assume that 0 < sg < si,. We take care of the first branch
point in the exactly same way as we did in (4.6), that is, we transform from

s to q by
q=+/s— 5o, (4.9)

where the square root is the one of (4.6), that is, it satisfies (4.7) and (4.8).
However, this time we also need to incorporate the second branch point at
s = sin. Let us denote the value of g that corresponds to s = sijy, by gin,

gin = q(sin)|; = V/sin — 50| > 0. (4.10)

We will introduce the second branch cut by applying one more transforma-
tion, from ¢ to W, so that together we are going to have a transformation
s — q(s) = W(q(s)). Now, if we just defined

W(q) = V{4 — Gin,

in a direct analogy with (4.9) the new branch cut would be present on
the physical sheet of s if we approached the [sg, 00)-cut from above (and,
of course, towards some s > sj,) — because that corresponds to values

We assume that F' vanishes at least as fast as |s| ™! for large arguments. This means
that I vanishes at least as |¢|™2 as |¢| — oo. Thus, if we integrate F(¢')/(¢’ — q) over a
large circle, we find

A C1 C2
F(q) = + )
q—q q—q2
where ¢; and ¢y are the residues of F at q1 and ¢o, respectively. Now, if ¢; = —c5 and if
we denote ¢1 = ¢ then (recall that g2 = —¢7)
A c c*
F(q) = - PR
q—q q+aqi
and so for ¢ imaginary
Ak c* c N .
F(g)" = = F(q), if R{q} =0.

—-9—qi —9+aq

That is, on the imaginary axis the function F is real. (This is just a minor modification
of an argument related to the Schwarz’s reflection principle.) Note that this example also
shows that it can be reasonable to wonder if physical quantities such as F' might be fully or
almost fully determined by their branch structure and locations of their poles and values
of their residues. An early exploration of this and related questions can be found in the
excellent article [21].
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of ¢ that are in the upper half-plane and have a positive real component
R{q} > gin — but the new branch cut would be absent if we approached
the cut from below, because that corresponds to values of ¢ with negative
real part (satisfying R{q} < —¢in), and the square root (4.7),(4.8) does not
have any branch cut in the left half-plane. We can address this issue by
considering mappings that contain terms dependent not only on /q — gin,
but also on \/—¢ — ¢in. (Because in /—q — gin the branch cut which starts
at s = sy, is visible on the physical sheet if we approach the corresponding
location in the s-plane from below, though not if we approach it from above.)

The transformation employed in the U&A model is in a sense such a

mapping. It contains terms that are related to /¢ — ¢in and \/—q — qin, but
it combines them in such a way that the first two sheets of s are mapped

onto the unit disk. The transformation reads

— (qm - Q)
+ (Qin - Q)

(gin + q)
(Qin + Q)

Wi(q) =1 (4.11)

SIS
= ol

We will now proceed to discuss this rather complicated formula. First of
all, the form presented here is the one usually encountered in the literature.
Literature, however, does never seem to properly discuss the branch struc-
ture of this expression.” Now, if in the physical region we move along the
real axis of s in the positive direction then at the point s = sy we encounter
the lowest threshold. According to our convention we want the associated
branch cut to continue from s = sg further along the positive real axis. Next,

®Let us take a step back to make sure we understand what does that mean. (Since
thinking about branches of rather complicated expressions such as (4.11) can become very
confusing.) The Riemann surface does not know anything about branch cuts or branches,
only about branch points. Branch cuts are only a tool — similar to coordinates — that
can be helpful when we want to speak about that Riemann surface but they do not have
any deeper physical or mathematical meaning. Hence, if we consider the function W(q(s))
given by (4.9) and (4.11) strictly as a map from the Riemann surface of s onto the W-
plane, then definitions of branch cuts and labeling of branches of the square roots /- and
()% are not substantial. The only thing that is affected by those conventions is where on
the W-plane are located the branch cuts of s. If we want the branch cuts to be located
as in Fig. 4.2, then we need to use definitions of square roots as specified in the main
text. Note, however, that just by themselves these branch cuts have absolutely no effect
on functions F'(W) that we may define on the W-plane. To reiterate: the branch cuts are
nothing more than a part of the system of coordinates (composed of the variable s and
a discrete label that determines what sheet we are on) that we use to speak about the
points on the Riemann surface. Hence, if we make sure that the physical region is located
on the W-plane correctly [the location of the physical region is depicted in Fig. 4.2; note
that when, for some real s, we calculate the physical value of some form factor F(s) that
is defined using a function F'(W) we need to know to what W does that s correspond,
and the answer is: among the four solutions W (q(s)) it is the one that lies in the physical
region of W] and that the function F (W) is implemented correctly [which in our case
means that the poles must be at the correct spots, as depicted in Fig. 4.6] then we may
ignore the question of branch cuts altogether.
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as we move (still along the real line) to even higher values of s we eventu-
ally encounter also the second, inelastic threshold, which is at s = si,. In
our convention, its associated branch cut then also continues further in the
positive direction along the real axis. As we discussed above, the transfor-
mation ¢(s) of (4.9) already reproduces the first branch cut correctly. We
also mentioned that the terms /¢ — ¢in and /—¢ — gin, if employed together
in a suitable fashion, could then correctly reproduce the second branch cut.
But in (4.11) the square root has arguments ¢, — ¢ and gy + ¢, rather than
q — gin and —q — ¢in- Since these two sets are related by the reversal of the
overall sign, we would expect that a different branch of the square root is
needed. In fact, it turns out that the convention that works as intended
is the following. In (4.9) we use the square root /- defined in (4.7),(4.8),

1
but in (4.11) we use the square root ()2, that has the branch cut on the
negative real axis. More specifically, we have

1 )
(rei‘z’) g = Vre?2 where —m < ¢ < +, (4.12)

and . )
(rei‘z’)5 L =— (mi‘z’)§ ||, Where —7 < ¢ < 4. (4.13)

We adhere to this distinction between the two definitions of the square root

throughout this whole chapter: /- refers to (4.7),(4.8), and ()% refers to
(4.12), (4.13). I caution anyone who decides to implement this model to
check that the branch structure is correct. (However, see also the footnote 5.)
In particular, it is a good idea to verify that the physical region of s (that
is, the line R + ie on the first Riemann sheet) is mapped onto the W-plane
as described below.

The complete transformation s — W(q(s)) defined by (4.9) and (4.11)
maps the four-sheeted Riemann surface of s onto the single complex plane of
W. Its branch structure is depicted in Fig. 4.2. As one can verify,® it maps

50ne way to do this is to implement the transformation in a computer and inspect its
plots. But, of course, one can also proceed analytically. A possible direction from which
one can attack this problem is to rewrite (4.11) as

1
(qm-&-q)f -1

1 1
. qin +q 2 — Qin - q 2 . in — 2
W(q):’L( )l ( )l :’L(q Q); .
(¢in +9)2 4+ (¢gin — )2 (lzmi)i+1
(gin—q) 2

The complicated step is then to show that in this expression we can write 4 / %‘fg instead

1

; 3

of (qurt;{)L
(gin—q) 2
then we can analyze

. In this presentation I skip this technical step. But if we take it for granted,

/qm+q§s; 1

W(a(s)) = i ——r,
gin+q(s)

\V ain—a(s) +1
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the physical sheet onto the left half of the unit disk. The second sheet, which
is accessed from the physical sheet by crossing the branch cut between sy and
sin from above, is mapped onto the right half of the unit disk. If we instead
cross the branch cut above the inelastic threshold we appear on the third
sheet, and this sheet is mapped onto left half-plane minus the unit disk. If,
from the third sheet we cross the branch cut between sy and s;, we appear on
the fourth sheet, and this sheet is mapped onto the right half-plane minus
the unit disk. The point s = sy is mapped onto the points W = 0 and
W = oo and the point s = sj, onto the points W = +¢ and W = —i. If]
in the physical region of s, we move along the real axis from minus to plus
infinity, the corresponding path in the W-plane starts at W = —1, which
corresponds to s = —oo, continues along the real axis to W = 0, which
corresponds to s = sg, then continues upwards along the imaginary axis to
W = 44, which corresponds to s = sjy, and finally goes counterclockwise
along the unit circle from +4 back to —1.

It will be useful to also know the inverse transformation to W(q(s)).
Note that from (4.11) we find

1 1
1 in 2 — in — 2
W _;la +q)l (g q)l
(Qin + Q)2 + (Qin - Q)2
1 1
in 2 in — 2 4 in
3 (ﬂ.)(q +q)i + (g q)i _ 2q C(414)
(gin + )2 — (gin — q)? 9
which (using (4.9) and (4.10)) means that
112 Sin — S0
W—-—| =—4——. 4.15
{ W} s — S0 (4.15)
The inverse transformation, W — s, is therefore
4(Sjn — 80)
=S5 ——— . 4.16
ST WP (410

Note that from this equation it is very easy to see what is the relation be-
tween values of W that correspond to the same value of s but on different
sheets. Since the variable W enters the right-hand side of (4.16) only in

as a successive application of the simple square root s — ¢(s), the spin transformation

qg—ui(qg) = ﬁfq;’.‘, another square root u1 — wu2(u1) = \/u1, another spin transformation
in

q
uz — ug(u2) = Zzﬂ, and the multiplication by ¢, us — W = ius. The point of all of
this is that each of those steps is easy to analyze. This goes without saying for the
square root and the multiplication by 7. But spin transformations (also known as Mobius
transformations) are also simple to consider. As is well-known, they transform lines or
circles onto lines or circles (or, equivalently, circles onto circles on the associated Riemann
sphere). For details about this topic see, for instance, the textbook [22]. For an interesting

discussion of spin transformations in relativistic physics see the first chapter of [23].
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I V.

Figure 4.2: The branch structure projected onto the W-plane. This scheme
depicts the basic structure of the mapping s — W(q(s)), as given by (4.9)
and (4.11). Branch cuts are depicted by thick lines. As indicated in the
figure, the first sheet of the Riemann surface of s is mapped onto the left
unit half-disk, the second sheet onto the right half-disk, and the third and
the fourth sheet onto the left and right half-planes minus the unit disk,
respectively. The dashed line sketches the path taken by W as s goes from
—00 to 400 in the physical region. The path starts at W = —1, goes straight
to W = 0, then upwards to W = ¢ and then counterclockwise along the circle
back to W = —1.

the combination [W —1/W]?, the value of s on the left-hand side is un-
changed if we substitute either W — —W or W — 1/W. That is, for each
solution W (s) of (4.16) there are three more solutions —W (s), 1/W(s), and
—1/W (s), each of them corresponding to a different sheet of the Riemann
surface of s. We could also recognize this directly from (4.11). Suppose we
start at some point of the Riemann surface on which the value of s is s1,
the value of ¢ is g1 and the value of W is Wj. Then, if we cross the branch
cut between sy and si,, and return to the original s but on the other sheet,
the value of ¢ changes from ¢; to —q;. The equation (4.11) then implies
that W changes from W; to —W;. Suppose, next, that instead of crossing
the branch cut between sg and s, we cross it above the threshold sj,. This
corresponds to crossing the branch cut associated with the elastic threshold
but also of the branch cut associated with the inelastic threshold. (Because
we decided to draw them one over another.) Crossing the branch cut asso-
ciated with the elastic threshold just reverses the sign of ¢. But crossing the
branch cut associategi with the inelastic threshold has also an effect. Either
the sign of (g, — ¢)2 changes, if the real part of ¢ is positive, or the sign
of (gin + q)% changes, if the real part of ¢ is negative. Either one of those
two cases leads to the same effect on W: W — —1/W. If we combine this
with the effect W — —W from crossing the “elastic” branch cut, the overall
effect of crossing the branch cut above s = s, is to change the value of W
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from W1 to 1/Wh.

4.3 Constructing the model on the W-plane

We are now ready to construct the U&A model of the form factor. We will
do this by first constructing a suitable function F (W) defined on the W-
plane, and then defining the form factor F(s) — a meromorphic function
on the four-sheeted Riemann surface of s — by the relation

F(s) = F(W(q(s)))- (4.17)

Here the mapping W (q(s)), which we have introduced in the previous sec-
tion, introduces into F' two branch points of the square-root type. This
mapping is defined by the equations (4.9), (4.10), (4.11), in which the spe-
cific branches (4.7), (4.8) and (4.12), (4.13) of the square root are used.

In our approach, we will start from the VMD model (4.3). Our strategy
will be to first rewrite the VMD model in the form (4.17), which entails
finding a suitable function F' defined on the W-plane which — when used
in (4.17) — reproduces on the physical sheet the VMD model. Afterwards,
we will introduce non-zero decay rates for the resonances. As we will see,
this cannot be done directly with the VMD-model F -function, because the
result of that would not satisfy the condition of Hermitian analyticity, and
would have resonance poles present on the physical sheet, just like the VMD
model (4.3) does if we use complex masses m, in its denominators. As we
will see, we are going to need to adjust the function F to avoid these issues.

Let us consider a single term of the VMD model (4.3),

m?

Fip(s) = —5- (4.18)

=,
m; — 8

where we have removed the coefficient a, because at this point it is not going
to concern us. The subscript r corresponds to a single resonant particle
which is associated with this term of the VMD model. Of course, in general
we will want to consider the effect of several resonances, and in the U&A
model we deal with this in the same way as is done in the VMD model — we
will add together several terms, each corresponding to a single resonance.
Since our goal now is to express F\%\)/[D in terms of the variable W, we will
need to define some constants that correspond to special points on the W-
plane related to the function (4.18). First, the resonance pole is at s = m?
and there are four points associated with it on the W-plane. These are the
values of W (q(m?)) on the four branches of (4.9), (4.11), or — equivalently
— the four solutions of (4.16) for s = m2. We choose any one of these four
points and denote it by WT(O) . The superscript (0) is meant to indicate that

at this stage we are still working in the approximation that the resonance is
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stable and its pole is at a real value of s. With this definition of WT(O) the
equation (4.16) gives

Sin — S0

{Wp) B l/WT@)} 3

m? =s9—4 (4.19)

It will be very convenient to also define the point Wy that corresponds to
the value s = 0, that is, Wy = W(q(0)). Of course, there is again one such
a value of W for each sheet of s, and we will define Wy to be that value of
W (q(0)) which corresponds to the physical sheet. This means that Wy lies
on the interval (—1,0) on the W-plane. We have

Sin — S0

W —1/WN]?

0=1s0—14 (4.20)

Using these two results together with the inverse map (4.16), we can
write

m2 —0 1 1

F(T) — —
VMD ™2 g [ ©) _ 1/Wr(0)r Wx — 1/ W2

/ 1 _ 1
Y e

T

2 2
w—1w)2  wi+1wz-w — 1w
X

Wy = WN2 ™y gywe - W% - yw 0

2 2
qowep Wh 1= (WT(O) + 1w )
L-WRE”

2 2
W4 +1— W2 (W@ — 1w\ )

2 2
o (W) (o)

~ L W2E (w2 = w) (w1 .
Thus, we have found that
m? 1—w2)?
mZ—s - <1 - Wf,)
0 0 0 0
) (Wa = W) (W + W) (W = /W) (W + /W) )

(W= w ) (w+w ) (W — 1w (W +1/w)
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To summarize, what we have found is that if the constants Wr(o) and Wy
are defined as is specified near the equations (4.19) and (4.20), and if W
and s satisfy the equation (4.16), then the VMD-model term m?2/(m?2 — s)
equals the right-hand side of (4.22). Note that equality is satisfied for W
anywhere on the W-plane, provided that s has the value dictated by (4.16).
This means that if we put

2
F\(/q\)/ID(W) = (11:3//;)
(Wx = W) (W + W) (W = 1/w) (W + 1/W)
(W =wO) (W +wO) (W —1yw) (W +1/w)

. (4.23)

then F(s) = F\(/?/[D(W(q(s))) is a function defined on the four-sheeted Rie-
mann surface with branch points at s = sy and s = sj, that reproduces
on each sheet of the Riemann surface the function F\(/?/ID(S) of (4.18). Of
course, unlike F\(,q\)/[D(s), the function F\(,%D(W(q(s))) is not defined at the
points s = sg and s = sj,, where W(q(s)) is singular, but everywhere else the
two functions appear identical. In particular the function F\(/@[D(W(q(s)))
has no discontinuity across the branch cut except for the point s = m2,
where the resonance pole is located. Nevertheless, even if the branch cuts of
A\(,q\)/[D(W(q(s))) are in a sense “invisible”, they do exist and we will able to
make good use of them when we introduce a non-zero width of the resonance
in our next step. But before we do that, let us first better investigate the
function F\(,?/[D(W)

It is convenient to consider the function F\(,Tl\)/m of (4.23) as consisting of
two parts. The factor [(1 —W?)/(1 — W]%,)}Q is called the asymptotic factor,
and we will discuss it later in this chapter. The remaining factor,

(W = W) (W + W) (W — 1w (W + 1/w?)
(W = w) (w+ W) (W - 1yw0) (W 4 1/w,)

is called the finite-energy factor. It is of the form

I WNZP p_qw®, _w® 1w 1w, (4.24)
peEP w -p

As we can see, apart from the normalization terms in the numerators the
finite-energy factor is just the product of pole factors for the four solutions
of (4.16) for s = m2. This is the reason why it did not matter which of
those four solutions we singled out when we defined the constant WT(O) near
the equation (4.19): in the function F\(&)/[D all the four solutions appear,



4.3. CONSTRUCTING THE MODEL ON THE W-PLANE 155

585 II. V.

Figure 4.3: Resonance poles of the function F\%\)/ID. Resonance poles lie on
the branch cuts, because resonances are treated here as if they were stable.
We illustrate one example of the case when the resonance lies below the
inelastic threshold — we depicted positions of the corresponding poles by
empty circles — and one example of the case when the resonance lies above
the inelastic threshold — those poles’ positions are depicted by full circles.

independent on the original choice of WT(O). Since we are still ignoring the

fact that the resonance decays, these resonance poles are located on the
branch cuts. As is depicted in Fig. 4.3, if sp < m2 < s;, then on the W-
plane the poles are located on the imaginary axis, and if si, < m? then the
poles are located on the unit circle. [This is because, as we mentioned, the
physical region corresponding to the interval sy < s < sjy is mapped onto
the interval (0,7) of the W-plane. If Wr(o) lies in this interval, then — 7(0)
lies in (—i,0), 1/WT(0) lies in (—ioco, —i), etc. The physical region interval
S$in < s is mapped onto the upper left quadrant of the unit circle, and if
Wr(o) lies there, then 1/ Wr(o) = ,SO)*, and the remaining poles also lie on
the circle.]

All that we have achieved so far is that we put the VMD model on our
four-sheeted Riemann surface. What we would like to do now is to introduce
the instability of the resonance, while making sure that the form factor
remains real below the lowest threshold and that there are no resonance
poles on the physical sheet. As we discussed in Sec. 2.6, the resonance pole
should be located at the value of s = s,. given by

sy = (my —il,/2)?, (4.25)

where I is the decay rate of the resonance. However, if we simply substituted
W% = W, in (4.23), where W, would be the value

Wy =W(q(sr))
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on any of the sheets, the resonance poles would be located as illustrated
in Fig. 4.4. The four solutions of (4.16) for s = s, are still related by the
operations W, — —W,. and W,, — 1/W, and there is exactly one solution
present for each sheet of the associated Riemann surface. It is therefore
clear that this does not lead to a satisfactory form factor. First, there are
resonance poles on the physical sheet. (On the W-plane these are located in
the lower half of the left unit disk, because this is the part that corresponds
to the lower half-plane of s.) And furthermore, the form factor is no longer
real below the lowest threshold. This is because the physical region below the
lowest threshold corresponds to the interval (—1,0) on the W-plane. Hence,
if F'(W) is to be real on this interval the poles must located at complex
conjugate positions’, which — as we can see from Fig. 4.4 — they are clearly
not. If we take a step back we realize that none of these results should be a

surprise. When the decay rate was zero, the function F\(,R)/ID corresponded to

the VMD model (4.18). But 13’\(;1\)4]3 is analytic in the parameter w0 (except
for the pole), just as the VMD model (4.18) is in the parameter m2. Hence, if

we set the decay rate to a positive value the function F\(/?/[D must correspond
to the VMD model (4.18) but with s, = (m, — iI',/2)? substituted for m2.
And we already knew that this has a pole on the physical sheet and is not
real below the lowest threshold — after all, that is exactly the reason why
we are trying to formulate the U&A modell What we need to do now is
to take some inspiration from our discussion in Sec. 2.6 and make small
adjustments to positions of the poles in Fig. 4.4 in order to make the model
more satisfactory.

Before we introduce the needed adjustments let us first state what prop-
erties that we want our model to satisfy:

1. First, as we recognized already in Sec. 2.6, the property of Hermitian
analyticity requires that to each resonance pole there must exist a
complex conjugate “shadow” pole. We cannot therefore limit ourselves
to considering only poles at s = s, = (m, —il',/2)2. For each such
a pole we must include also its “shadow” pole, which can be accessed
from the physical region by taking the complex conjugate path to any
path by which we can access the resonance pole at s = s,. That
is, the “shadow” pole is located at s = s* = (m, + il',/2)?, on the
sheet that from the physical region can be accessed by the complex
conjugate path to a path that can be taken to access the sheet where
its associated resonance pole at s = s, is located. Note that on the W-
plane the resonance pole and its associated “shadow” pole are located
at complex conjugate positions. (This follows from the fact that on the
Riemann surface the two poles can be reached by complex conjugate
paths and that complex conjugate paths on the Riemann surface are

"This follows from the Schwarz’s reflection principle.
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Figure 4.4: Resonance poles of the function F\(,Z\)AD after the introduction of
a positive decay width. This figure illustrates possible locations to which
the resonance poles depicted in Fig. 4.3 move after we introduce a non-zero
decay rate.

mapped onto complex conjugate paths on the W-plane.)
2. Second, we do not want any poles to be present on the physical sheet.

3. We consider the VMD model to be a good approximation in the limit
I' — 0. More specifically, we require that for I' = 0 our model and
the VMD model given by F\(,?/ID coincide, and that the two models
approach each other in a continuous manner as I' — 0.

We will try to achieve this by adjusting the finite-energy factor (4.24). Note
that as we adjust the value of {0 (or change the value of I') in (4.24)

the total number of poles remains unchanged (except for some special cases,

such as WT(O) = 0, when some of the poles coincide or are pushed away
to the infinity). We expect the same to be true for the U&A finite-energy
factor. That means that as we vary I', the poles generally do not appear or
disappear, they only move on the W-plane. However, the property 2 implies
that for I' > 0 some of the poles that are present in the VMD finite-energy
factor (4.24) must not be present in the U&A finite-energy factor, and the
property 1 implies that the U&A finite energy factor must contain some
poles that are not present in the VMD finite-energy factor. But for I' = 0
both the factors should have the same poles. The simplest way to achieve
this is to select a suitable subset of VMD poles and make them — in the
U&A finite energy factor — to move on some different, carefully chosen
paths as I' is gradually increased to positive values. For a fixed small value
of I' > 0 this just means that to obtain the U&A model we slightly shift
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a subset of VMD poles to suitable locations on the W-plane. We will now
proceed to present how one does do that in the U&A model.

Let us start by inspecting the positions of the poles of F\%\)/[D when I > 0.
These are depicted in Fig. 4.4. Empty circles indicate the positions of the
poles corresponding to s = s, for some particular value of m?2 that lies
between sg and s;,. The pole that lies in the right half of the unit disk is the
correct Breit-Wigner pole. On the Riemann surface of s this pole lies just
below the physical region, on the second sheet. However, its corresponding
“shadow” pole is missing. At the same time, there is an extra, unwanted pole
present in the left half of the unit disk. We need to remove this pole from
that half-disk, because we must not have any poles on the physical sheet.
We can do this by moving this pole to the right half-plane, symmetrically
with respect to the imaginary axis of W. This way the pole disappears
from the physical sheet and reappears on the second sheet at the position
s = s; — as the “shadow” of the resonance pole! We still need to discuss
what to do with the poles on the third and the fourth sheet. The problem
with them is that they are not at complex conjugate positions. To solve
this, we move one of them symmetrically across the imaginary axis of W to
the position on the other sheet of s that corresponds to s = si. This way
we obtain another pair of complex conjugate poles. The only question is
whether we should move the pole that is on the fourth sheet (to the third
sheet) or the pole that is on the third sheet (to the fourth sheet). From what
has been said in this chapter both options are reasonable. However, in the
U&A model we move the pole that is on the third sheet, and place it on the
fourth sheet.® Altogether, we move the poles as indicated in Fig. 4.5. We
use a similar approach also when m? > s;,. Positions of the poles of F\(,TI\)/ID
for such a case and I' > 0 are depicted in Fig. 4.4 by full circles. Just as
before, we move the pole that lies in the left half-disk across the branch cut
to the position corresponding to s = s, but this time we must move the
pole to the third sheet. (Recall our requirement that for small ' > 0 the
adjustments in the poles’ positions should also be small.) This way that
pole becomes the “shadow” pole of the pole that has been already present
on the third sheet at s = s,.. And similarly as before, we move the pole that
is on the second sheet to the fourth sheet to provide a “shadow” pole for the
pole that has already been there. Again, these adjustments are indicated by

81 think that a reasonable argument in favor of this choice is that if we gradually adjust
the coupling constant to make the resonance stable, as we were discussing in Sec. 2.6, we
want the stable particle poles to be present on the first and the third sheet, which means
that the resonance poles should be on the second and the fourth sheets. Historically,
however, this choice in the U&A model is a consequence of a heuristic argument used in
the model’s original derivation. There one adjusts the VMD function F\(;;\}[D in such a way
as to obtain a function that is manifestly Hermitian analytic, but which is equivalent to
the original VMD function if I' = 0. Then one sets I' > 0 and if the care is taken to
avoid the appearance of poles on the physical sheet, one acquires a configuration that is
presented here.
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Figure 4.5: How to pass from a I' > 0 VMD model to the U&A model. When
decay rates are non-zero the VMD model starts manifesting certain un-
physical features. We can fix some of those by shifting some of the resonance
poles in the W-plane, as indicated by the arrows. The resulting form factor
is analytic on the physical sheet and real below the lowest threshold.

arrows in Fig. 4.5.

This concludes the introduction of the core aspects of U&A model. Just
as we indicated in (4.17) we construct the form factor F(s) as a function
on the four-sheeted Riemann surface in terms of a meromorphic function
Fug A(W) defined on the W-plane as

F(s) = Fuga (W(q(s))) -

In analogy with the VMD model (4.3), the function Fyg (W) is constructed
as a sum of terms, with each of the terms corresponding to a single resonance,

N
FueaW) =3 a, B (W). (4.26)
r=1

And, as we just described, the functions F&)& A are of the form

2
£ (W) = (1_W2> Wy =p 4.27
U&A( ) 1—W]%, pgj W —p ( )
where P is the set of positions of the poles of 13'[82 A+ This set contains loca-
tions of two resonance poles — these are at the values of W corresponding
to s = s, = (m, —il'/2)? — and their two associated “shadow” poles, which
are at the values of W corresponding to s = s* = (m, + i['/2)%2. As we
discussed above, if sg < m2 < si,, then these poles are from the second and
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Figure 4.6: Positions of poles of the function F&ZA' Empty circles indicate
the pole locations for a case when sg < m% < Sin, and the full circles indicate
their locations for a case when s;, < m% .

the fourth sheet, and if sj, < m , then the poles are from the third and the
fourth sheet. Positions of these poles are illustrated in Fig. 4.6.

This ensures that the function Fyga (W) yields a form factor F(s) =
Fuga(W(q(s))) that satisfies the following properties:

1. The form factor is analytic everywhere except for two branch points
of the square root type and a number of resonance poles (and their
“shadow” poles).

2. There are no poles on the physical sheet.

3. In the physical region the function is real below the lowest threshold.
There are two remaining properties that we wish to discuss in this chapter,
the normalization condition and the asymptotic behavior of the form factor.
4.3.1 Normalization condition in the U&A model

As we saw in the chapter 3, the value of a form factor at s = 0 is usually
fixed by a normalization condition of the form,

F(0)=C. (4.28)
Since the function FI(JE A Of (4.27) has been explicitly constructed to satisfy

ﬁ’&)&A(WN) = 1, and since in the physical region we have W (q(0)) = Wy,
the U&A model yields

F(0) = Fuga(Wy) = Zar FoAWy) = Zar (4.29)
r=1
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Thus, to satisfy the normalization condition (4.28) we just need to make
sure that

> a=C. (4.30)

4.3.2 Asymptotic behavior of the U&A model

There is one more general property that we want the U&A model to satisfy.
We want the model to follow the correct asymptotic behavior for large values
of |s|, although we will ignore the logarithmic corrections. Using quantum
field theoretical arguments, one can show [24, 25, 26] that a form factor F'(s)
of a hadron that consists of n, valence quarks is expected to behave as

|F(s)] o< |s|'7" for |s| — oc. (4.31)

This means that electromagnetic form factors of mesons, such as the form
factor of the pion, are expected to vanish as |s|~! for large values of |s],
while form factors of baryons, such as the form factors of the proton, are
expected to vanish as fast as |s| 2.

The standard approach to ensure that the U&A model satisfies the
asymptotic property (4.31) starts from the observation that when |s| is large
then both the elastic and inelastic thresholds are far away. Their effects can
therefore be neglected and the effect of the resonance poles is asymptotically
the same as the effect of the corresponding pole in the VMD model. Hence,
for large values of |s| the U&A model (4.17), (4.26) and the corresponding
VMD model (4.3) follow the same behavior.

In the usual approach [27, 28] one therefore studies how to make the
VMD model to follow the correct asymptotics, and then directly applies the
same method to the U&A model. A detailed description of this procedure
can be found in [18, 28, 27]. Here I will address only the main ideas.

Note that the VMD model (4.3)

N m2
F(s) = Zafmz :S
r=1 r

contains a sum of terms that decrease each as s~! for large values of |s|.
Hence, unless some special condition is satisfied, the VMD model is ex-
pected to decrease asymptotically as |s|~!. This is the expected asymptotic
behavior of form factors of mesons, which means that if we are constructing a
form factor of a meson, no special care is needed — the VMD model, as well
as the U&A model, satisfy the correct asymptotic property automatically.
But, of course, that does not mean that the VMD model cannot decrease
faster than |s|~!. A function of the form (4.3) can in principle vanish as
fast as |s|~, where N is the number of resonance terms in the model. For
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example, if N = 2, the model (4.3) reads

m? m3 —s (@ym? + aam3) + (a1 + az) mim3
F(s) = a1— +az— = 5 5 ;
mi —s ms — s (m3 —s) (m3 —s)

and although for general values of the parameters a1, az, m?, m3 this func-
tion decreases as |s|~! when |s| becomes large, in the special case when
aim? + azm3 = 0 the function vanishes as fast as |s| 2.

More generally, for a VMD model (4.3) with N resonance terms we can

write
N 2 N-1
m An_1s +---+ A5+ A
F(s)=Y ar—y— =20 2o (4.32)
r=1 mp—3$ r=1 (mr - 3)
where the coefficients Ay_1, ..., Ag are somewhat complicated expressions
that depend on the coefficients a1, ..., ay and the masses m3, ..., m?\, We

get the asymptotic behavior |F(s)| o |s| =¥, for K an integer 1 < K < N, if
the K —1 coefficients Ay—1, An—2, ..., AnN+1—xk all vanish. This yields K —1
equations for N coefficients a1, ..., ay. Note that these equations come in
addition to the normalization equation (4.30). In particular, this means that
if we require a model that contains N resonance terms to have the asymptotic
dependence |s|~", then the resulting N — 1 equations, together with the
single normalization condition, do in principle determine the coefficients a1,
...,an uniquely, provided that the masses are known.

Although the procedure described above is straightforward, the expres-
sions for Ay, ..., Ay_1 are quite complicated and their manipulation can
be cumbersome. Luckily, we can easily derive an equivalent but simpler
set of algebraic constraints [27]. Suppose that [F(s)| o< |s| ™% for large |s|,
and consider the integration contour depicted in Fig. 4.1, which we used
to derive the dispersion relation for the form factor. We can integrate over
this contour any of the functions F(s), s F(s), ..., s 2F(s), and because
all of those functions vanish at least as fast as |s|~2 for large |s|, the part
of the integral over the large circle does not contribute (in the limit of the
infinitely large circle). From the assumption that the form factor F' is ana-
lytic everywhere on the physical sheet, except for the positive real axis, we
then obtain the conditions

ds S{F(s)} =0, (4.33)

ds s{F(s)} =0, (4.34)
. (4.35)
/0 T s K2 S{F(s)} = 0. (4.36)
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Using now the expression (4.2) for the imaginary part of the VMD model
(4.3), we obtain the equations

N
Z aym? =0, (4.37)

N 2
Z a, (m?) =0, (4.38)

r=1

(4.39)
N
3 a, (mz)K_l = 0. (4.40)
r=1

Under usual conditions, these equations form a set of K — 1 independent
equations. They were derived from the assumption that the VMD model
form factor follows the behavior |F(s)| o< |s|~% for large |s|. In other words,
this set of K — 1 equations represents a necessary condition for the VMD
model to follow that asymptotic behavior. However, as we have argued
above, the VMD model follows this asymptotic behavior if and only if the
K — 1 coefficients Ay_1, An—2, ..., AN+1—K are all zero. But since this is
also just a set of K — 1 independent equations, it is clear that the two sets
must be equivalent.’

The approach presented above may be quite natural, especially if one
starts from the assumption that the form factor should be determined mainly
by the character of its resonance poles. On the other hand, it also turns out
to be rather cumbersome. For this reason I will suggest here also another
approach, based on a modification of the formula (4.27) for the function

FI(J?Z A (W), which is used in the definition of the U&A model. As far as I
know this approach has not been suggested before, but it also does not con-
stitute a central point of this thesis. Beyond the short discussion provided
here I will not return to it in any other place of this work. As we will see, the
advantage of this approach over the established one presented above lies in
its great simplicity. However, I do not propose here any physical argument
in its favor.
From the equation (4.16)

B 4(sin — S0)
S§=80— 5
(W —1/W]?
for the inverse map to W(q(s)), we can easily see that there are only two
points on the W-plane that are mapped to the infinity; these are W = 1 and
W = —1. Among them, only W = —1 can be approached from the physical

T assume here that in both of the sets all K — 1 equations are independent. This
condition is normally satisfied.
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region. Furthermore, because

2 2 112 _ 112
[W—IH Z[WWZHZ[WH]Q[WWQ”, (4.41)

we see from (4.16) that as W — —1
Is| 7t oc |1+ W2, (for W — —1). (4.42)

If we now inspect the formula (4.27) for a single resonance term of the U&A
model,

2
F(T) W :<1—W2> WN—p’
veea (W) 1-W3 plel W —p
we see that as W approaches the value —1, both the finite-energy factor
[Ler %\’:pp and the part ([1 — W]/[1 — WK,})Q of the asymptotic factor both
approach a finite non-zero value. The only factor that determines the asymp-
totic behavior in the physical region is therefore the remaining part (1+W)?2
of the asymptotic factor. Comparing this with (4.42) we see indeed that as

|s| — oo

FGLAW (q(s))] o< ||~

We also see that if we change the power of the asymptotic factor from 2 to

2K,10
1—w2\* (1-w2)*
ozl 7\ wz |
1-Wy 1-Wy
then the asymptotic behavior of FI(J?C A becomes |s| 7% Hence, recalling that

the condition (4.31) says that for a form factor of a hadron that contains n,
valence quarks we have K = n, — 1, we can consider the modification

. 1— W2 2ng—2 W —

FI(;:g)cA,modiﬁed(W) = (1 — W]%]) H 714?/_ pp, (443)
of the standard U&A resonance term (4.27). This breaks down the corre-
spondence between the VMD model and the U&A model, but we achieve
the desired asymptotic behavior without imposing any further restrictions
on the coefficients a1, ..., ay. Note also that this modification does not
violate any of the properties that we wanted the form factor to satisfy. The
resulting form factor is still analytic on the physical sheet, has two branch
points, is real below the lowest threshold, and the normalization at s = 0
remains unchanged.

There are two main reasons why it seems reasonable to change the power of the
whole asymptotic factor, rather than only of (1 + W)z. First, it keeps the normalization
unchanged. Second, it changes the asymptotic behavior on all the four sheets in the same
way, rather than changing it to |s|~* on the first and the third sheet, and keeping it at
|s|~* on the second and the fourth sheet.
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In Part III of this thesis I will present some of the applications of the
U&A model that I have worked on during my doctoral study. Compared
to the first two parts of the thesis, the third part is slightly more concise,
because many of the details can be readily found in the published papers.

We begin by discussing the running of the fine structure constant in the
chapter 5. After a general introduction of that concept in the section 5.1, we
will discuss its significance for the evaluation of the hadronic contribution
to the magnetic anomaly of the muon in the section 5.2. Here we will also
mention the possibility of evaluating this quantity from space-like data, and
briefly introduce the article [29], on which I collaborated during my doctoral
study, and which considered that method for the evaluation of the anomaly.
The discussion of the section 5.2 will also help us to appreciate some of the
recent experimental endeavors to measure the imaginary and real parts of the
running fine structure constant, which will be mentioned in the section 5.3.
Among the original goals of the thesis was a review of some theoretical
aspects of the running of the fine structure constant, namely of the relation
between its imaginary part and the total cross section of the annihilation of
the electron—positron pair in the time-like region, and the argument for the
reality of the running fine structure constant in the space-like region. We
will therefore continue by discussing these two topics in sections 5.4 and 5.5.
And lastly, in the section 5.6 I will mention some other related results that
I have worked on but which have not yet been published.

The last chapter of the thesis then consists of two much shorter sections.
The section 6.1 discusses the topic of the damped oscillatory structures
that were found in the data for the effective form factor of the proton by
A. Bianconi and E. Tomasi-Gustafsson [30]. I collaborated on two papers
[31, 32] that studied this topic, and which will also be introduced in that
section. The section 6.2 then discusses another topic that I collaborated on
during my doctoral work: the value of the ratio R = ¢ — K+K_/K2Kg of
the decay rates of the ¢-resonance into the charged and neutral kaons. In
that section I will introduce the paper [33].
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Chapter 5

The running of the fine
structure constant

5.1 The running of the fine structure constant

5.1.1 Running coupling constants

One of the major puzzles of relativistic quantum field theory is the ap-
pearance of ultraviolet divergences in higher orders of perturbation theory
in physically relevant theories such as the quantum electrodynamics or the
standard model in four space-time dimensions. Those divergences arise from
certain regions of integration over the loop momenta, and can always be as-
sociated with particular one-particle-irreducible sub-graphs. The study of
this problem and associated methods is usually called the renormalization
theory.! The standard way? of dealing with the ultraviolet divergences is to
decompose the Lagrangian density of the theory into three parts

L :£0+£int+£ct7 (51)

instead of decomposing it into the free and interacting parts only, as would
be suggested by the usual perturbation theory. The part L is called the
counterterm Lagrangian density. The counterterms present in L4 are meant
to cancel ultraviolet divergences that appear in the perturbation theory.

!The renormalization theory is addressed — although to a varying degree of clarity and
completeness — in most textbooks of the quantum field theory. A modern and readable
treatment entirely dedicated to this topic is presented in [34]. Some aspects of this topic
are also nicely introduced in [9, 35], which also present the modern “effective field theory”
perspective on these issues, including the interpretation of the standard model as a low-
energy approximation to a more fundamental theory.

2There is also another very common approach that was pioneered by K. Wilson, and
which is based in a fundamental way on the presence of some kind of an ultraviolet cutoff.
In this approach the coupling constants of the Lagrangian are cutoff dependent, with their
dependence assumed to be such as to make physically observable quantities independent
of the cutoff.
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A detailed formulation of this procedure is given by the Zimmermann’s
forest formula. Of course, in order for all of this to work, there must be a
counterterm of an appropriate structure present in the Lagrangian for each
one-particle-irreducible subgraph that is ultraviolet-divergent. In general, it
is not trivial to show that that is the case — mainly because the structure
of possible counterterms is directly restricted by assumed symmetries of the
Lagrangian in a way in which the structure of ultraviolet divergences might
not be.? Nonetheless, we will not discuss these issues here, and for a more
proper explanation of this and related topics the reader is recommended to
consult [34].

What is important for our purposes is that the decomposition of the
Lagrangian density £ into two parts, one consisting of its free and interaction
parts Lo+ Lint together and the other of its counterterms L, is not unique.
The only requirement that we need to satisfy is that the counterterms have
infinite parts* that cancel the infinities from ultraviolet divergent subgraphs.
We are, however, quite free to move finite quantities between Ly 4+ Lint
and Lo as we wish. As a consequence, there is a freedom in what values
of renormalized couplings, masses or fields we use — and we can change
those without affecting any observable quantities, provided that we also
make appropriate adjustments of counterterms in order to keep the overall
Lagrangian intact. For example, suppose that the Lagrangian density L
contains the term —go®*/4! where ® is a real scalar field, and that we
divided this term between the interaction Liys and the counterterms L. by
assigning to the interaction the quantity —g®?/4! and keeping what remains
as a counterterm. Hence, the counterterm is —gct<I>4 /4!, where

et =90 — G-

(Here ¢ is the renormalized coupling. We also assume for simplicity that
® represents the already renormalized field.) Now, if d¢g is some finite real
number, we can move the quantity —¢ g<I>4 /4! from Ling to Leg. This amounts
to the re-definitions

g—4g =g-4dg,
Jet _>gét = gt +09.

Thus, although we now have a new value ¢’ of the coupling, observable
quantities remain unchanged because the overall Lagrangian has not been

3The problems appear if infinitesimal versions of the symmetry transformations are not
linear in fields. (If they all are linear, then Slavnov—Taylor identities imply that ultraviolet
divergences obey the symmetries of the Lagrangian.) An important case when they are
not linear is that of the BRST symmetry. It is therefore not simple to show that gauge
theories can be renormalized.

“The term “infinite part” must first be given a proper meaning by the use of some
form of regularization, such as for instance by using the dimensional regularization or by
formulating the theory on a lattice. At the final step, after the renormalization has been
appropriately applied, the regularizator should be removed.
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affected. Different methods of assigning finite parts between Ly + Lins and
Lt correspond to different renormalization prescriptions.

Now, any kind of renormalization prescription corresponds to some en-
ergy scale. Sometimes, that can be quite obvious, such as when we define
the renormalized couplings based on values of relevant Green’s functions
calculated at that energy. Other times, it can be more subtle, as in the case
of the physical renormalization prescription, when the scale is related to the
physical masses of the particles in the theory. In perturbation theory this
has important consequences, because if we use a renormalization prescrip-
tion that corresponds to some energy scale i and calculate a quantity whose
characteristic energy scale is F, then individual terms in the perturbation
series will each contain one or more factors of In(E/u). When E >> u (or
E << p), those logarithms become very large, slowing down the conver-
gence of the perturbation series, or even invalidating it altogether. For this
reason, when calculating a quantity at an energy scale F it is important to
use couplings defined at some renormalization scale p similar to the energy
E. That will tame the logarithms, and if the coupling g, at that energy
scale is small enough, we are free to use the perturbation expansion. (If
|gu| > 1 then there is no known way of carrying out perturbative calcula-
tions at that energy scale.) One way of looking at this is that as we change
the renormalization prescription some contributions move between different
terms in the perturbation series. Ideally, we want to use a prescription for
which the largest possible part of the overall value of the quantity is con-
tained in the first few terms of the series. Another perspective that can be
helpful when thinking about the renormalization energy scale is to notice
that when we choose a renormalization scale u we effectively impose an ap-
proximate cutoff on transverse momenta larger than p. Or, expressed from
yet another perspective, by choosing the renormalization scale p we are ef-
fectively integrating out the degrees of freedom that are accessible only at
higher energies.

This is one of the reasons why effective couplings that correspond to
renormalization at some given energy scale u play such an important role in
high energy physics. Suppose now, for simplicity, that there is only a single
coupling g present in the original Lagrangian, and denote its effective value
at the renormalization scale u by g,,. If 41 is inside the region where pertur-
bation theory works — that is, if |g,| < 1 — then from the knowledge of
gu at the scale 1 we should be able to perturbatively calculate the effective
coupling g, at some different energy scale i/, provided that ' is not too dis-
tant from g (so that the logarithm In(y’/p) remains harmless). This implies
that there should exist a function F of i/, defined in some neighborhood of
i, that depends parametrically on p, g, and the various masses m present
in the theory, and which yields the value of g,

g = F(W's 1, g, m). (5.2)
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The exact form of the function F' depends both on the Lagrangian and the
precise definition of how does the renormalization scale p determine g,,.

We are now going to sketch an important argument in which a central
role is played by dimensional analysis. For that reason it will be very con-
venient to work with dimensionless couplings.? That is, we assume that in
the units of energy the coupling g, has dimension zero. This simply means
that if the coupling gy appearing in the original Lagrangian has dimension d,
then the corresponding effective coupling is defined as guud. For example, if
go appeared in the Lagrangian density in the term go®3/3! (in which case we
would normally have d = 1), then the corresponding term in L, would be
gu,ud ®3/3!. Now, if both g and g, are dimensionless, dimensional analysis
implies that instead of (5.2) we can also write

"m
g =G (g#, r ) , (5.3)

where G is a dimensionless function of dimensionless variables. Differenti-
ating with respect to ' yields

d 10 m
9 = — G (g » Y, ) . 5.4
dul M May K L y:%, ( )

A deeper analysis would reveal that there should be no zero-mass singulari-
ties present in G. This means that for y >> m we can use the approximation

d 10
— gy = —=—G 0 for pi >> m. 5.5
" = w oy (9u- 9, 0) ’ o forp>>m (5.5)

_u
I

Now we can set p/ = pu to obtain a differential equation for g,

d )
—g,=—G (gu,y,0
Han9 = oy (9u,v,0)

o , for p>>m. (5.6)

y=1

If we also use the conventional definition of the beta function

0
5(9#) = aiG(g,my,O) 3 (57)
y y:]_
we can re-write that equation in the following form
d
W9 = B(gu), for p>>m. (5.8)

5Note that in some of our earlier statements, such as when we compared the size of
the coupling with 1, we have been already implicitly assuming that the coupling was
dimensionless.
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This is a simple example of the Callan-Symanzik equation, or the renormal-
ization group equation. Beta functions can often be calculated in perturba-
tion theory, but the equation (5.8) leads to valuable insights even if that is
not the case.

We often refer to effective, renormalization-scale dependent coupling con-
stants as running coupling constants.

5.1.2 Renormalization of the electric charge

In this section we are interested in one particular case of a running constant,
the running fine structure constant. Recall how in the chapter 3 we found
that the operator of the electric charge ) commutes with generators of
the Poincaré group. This allowed us to show that the result of acting by
the operator @) on a single-particle asymptotic state ¥y, ,,, is given by the
equation (3.9),

Q\I]p,a,n = quhys) \ij,a,na

where qr(LphyS) is the physical electric charge of the particle n. Let us now

use the index I to label all elementary fields in the Lagrangian as U!(z).
The electromagnetic current JH(x) is associated with a particular global
symmetry, to which corresponds the infinitesimal transformation of the form

Ul(z) = Ul(x) 4 ie V' (z). (5.9)

We do not sum over the index [ on the right-hand side. In the formula (5.9)
the symbol € represents a real infinitesimal constant and ¢; is the electric
charge associated with the field ¥!(x). Since this is an internal symmetry,
which leaves the Lagrangian density £ intact, we can use the transformation
law (5.9) to construct an explicit formula for the electromagnetic current
density J*(x)

['he time component of this formula reads

Jz) = =i PugnV"(2), (5.11)

where P,(z) is the canonical conjugate of the canonical coordinate ¥"(x).
The index n is summed only over those values of I for which ¥!(z) is indeed
a canonical coordinate.® We can now use the canonical commutation or

SIgnoring some subtleties the statement that ¥™(z) is a canonical coordinate does

simply mean that its time derivative 9y¥' appears in the Lagrangian. Then %
0

corresponds to the conjugate momentum P;. If 9o ¥’ does not appear in the Lagrangian

then % = 0 and the field ¥' drops out from the summation over { in the zeroth
0

component of (5.10). That leads to the sum over n in (5.11).
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anti-commutation relations to show that for a canonical coordinate W™,
[Py, 1), ¥"(x, )] = =2 9" (y,8)8°(y — x). (5.12)

If we integrate JY(y,t) over the whole space of y, and use the fact that
dQ/dt = 0, we obtain the commutation relation

(@, V" (2)]- = —¢,¥"(2). (5.13)

This can be interpreted as saying that when we apply the operator U™ to
some state the value of its overall charge ) decreases by gy.

Consider now the matrix element of the commutation relation (5.13)
between the vacuum state ¥ and a single-particle state ¥y ,,. We can
write

— Qn (\1107 \l/n(m)\llppm) = (\1107 [Q7 \I/n(x)]—\llppm)
= (0= g™ (U, U™ (@) ¥p ), (5.14)

where in the last line we used the properties Q¥g = 0 and QVp,, =

q,(LphyS)\Ilpymn, which were both derived near (3.9). If the field U™ (x) anni-
hilates the particle n, then (Wg, U™ (x)W¥p .5) is not zero and we obtain the
condition

qn = gy, (5.15)

n

At a first sight this might appear to be saying that the renormalized physical
charge q7(1phys) is the same as the charge ¢, of the corresponding field in the
Lagrangian, but we need to be more careful when interpreting this result.
The problem is that the global symmetry (5.9) does not define the overall
scale of electric charges ¢;, but only their relative values for different fields:
if we multiplied each ¢; by the same non-zero constant the transformation
(5.9) would still be a symmetry of the Lagrangian. This has a counterpart
in the fact that as far as only the global symmetry transformation (5.9)
is concerned, the overall scale of the electromagnetic current (5.10) is not
determined. To obtain the equation (5.15) we first had to fix some, from this
point of view a completely arbitrary scale of the current J*, and the equation
therefore only says that the relative physical charges of stable particles are
the same as the relative charges — determined by the transformation (5.9)
— of their corresponding fields. In fact, a completely analogous statement
holds also for composite particles.” Nonetheless, if the charges ¢ in the

"Suppose that the particle Vs, 0,n does not correspond to any elementary field in the
Lagrangian, but is instead annihilated by a product ® of a number of elementary fields
and/or their adjoints. We can repeat the argument given above for an elementary particle
with only a few minor modifications. The commutation relation (5.13) would now instead
read

[Q7 (I)] = _qq)v
where ¢ is the sum of ¢;s for the elementary fields present in the field operator ® minus
the sum of g;s for the elementary field adjoints in the product. The condition (5.15) then
simply becomes ¢, = q.
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transformation law (5.9) stand for the bare, unrenormalized charges, then
the transformation should definitely be a symmetry of the Lagrangian. Our
result (5.15) can therefore be interpreted as stating that the charges of all
particles are renormalized by the same factor relative to their bare values,
independently of all other details regarding the particles. For example, the
charge of the electron, which corresponds to an elementary field and interacts
only electromagnetically and weakly, is renormalized by the same factor as
the charge of the proton, which is a composite particle that interacts also
with the strong force.

In order to say anything about the overall scale of the charges ¢; we
must actually introduce the electromagnetic interaction. We must therefore
consider the local version of the symmetry transformation (5.9), which is

Ul(z) = U(z) + ie(x) V! (z). (5.16)

This is a gauge transformation because €(x) is no longer a constant but
depends on the space-time coordinate x. As is well-known, in order to make
the action invariant under such local transformations we need to introduce
into the Lagrangian the photon gauge field A*, which transforms under the
gauge transformation as

Au(@) = Au(@) + Oe(x), (5.17)

and replace all derivatives 8#\111 of the matter fields with their gauge-covariant
counterparts

D,V (z) = [0, —igAu(x)] V' (x). (5.18)

Here, the symbols ¢; and A, are not meant to indicate any particular nor-
malization yet.

Now, as far as only the matter fields are concerned, we still cannot say
anything about the overall scale of the electric charge. This is because their
transformations (5.16) under the local symmetry depend on ¢(z) only in the
combination ge(x). This means that any redefinition of the overall scale of
electric charges can be absorbed into the corresponding redefinition of the
overall scale of ¢(x). The gauge field, however, transforms under the local
symmetry as (5.17) — in a way that depends only on the parameter €(z),
and not on the value of the electric charge. Hence, the scale of the gauge
field does in fact fix the overall scale of € and consequently also the scale of
the electric charge.

To see how this works, suppose now that the transformation law (5.17)

holds for the bare field ALO) ,
AP () = AP () + Ope(),

and that the derivative D, of (5.18) is gauge covariant when the gauge field
that appears in the derivative is bare and the charges ¢; there are the bare
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electric charges, which we denote by ql(o),

D, (@) = [0, —ig,” AP (x)] ¥ (). (5.19)
(0)

If we write the renormalized photon field A, (z) in terms of the bare field A,
as

Au(z) = Z; 2 A0 (@), (5.20)

then its gauge transformation is A, — A, + Z5 Y 28”6. This shows that to
construct a gauge-covariant derivative in terms of the renormalized gauge
field we have no other choice than to substitute AELO) () = VZ3A,(z) into
the expression (5.19) for D,,,

D' (2) = (8 — g/ VZsA,(x) ) ¥'(x).

However, the coefficient of “—i times the gauge field” in the gauge-covariant
derivative corresponds to the charge, which implies that the renormalized
charge q; is equal to the quantity ql(o)\/Zg,

0 =7Zsq". (5.21)

This shows that the electric charge is renormalized only by those effects that
renormalize the photon gauge field, and does not depend on any other radia-
tive correction.® In other words, the running of the effective electric charge
depends only on the polarization of vacuum, or the full photon propagator.
For this reason, we are now going to briefly review some properties of that
propagator.

5.1.3 The photon propagator and the running fine structure
constant

Now that we have seen that the renormalization of the electric charge is
fully determined by radiative corrections to the photon propagator we need
to review some of its properties. We will denote the free propagator of the
photon by iA,,(z,y)

i) = (90, T {a,(@)au (y)} o). (5.22)

where @ is the free-particle vacuum and a,(x) is the gauge field expressed
in the interaction picture. The momentum-space free propagator iA,,(q) is

8This can also be understood as a consequence of the Ward—Takahashi identities, which
imply that all the other radiative corrections to the electromagnetic vertex cancel out in
the limit when the external fermion lines are on the mass-shell and the four-momentum
transfer is zero. These identities follow from the current-conservation condition 9, J* = 0,
which means that this and the approach presented above are not really independent.
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«/\,Qr\/\,zz\/\/\,+++.,,

Figure 5.1: This figures illustrates the decomposition of the full photon
propagator into an infinite series of terms containing one-particle-irreducible
insertions connected by free propagators. The symbol on the left-hand side
represents the full propagator. In terms of Feynman diagrams it corresponds
to the sum of all diagrams that have two external photon lines, and no other
external lines. (This sum also includes the free photon propagator.) On the
right-hand side we have an infinite series. The circle containing the label
“1PI” represents the sum of all one-particle-irreducible diagrams that have
two external photon lines and no other external lines, but with the external
photon propagators amputated. (Note that this “1PI” sum does not contain
the free propagator.) Hence, the n-th term in the series contains n — 1 such
sums of one-particle-irreducible subdiagrams, all of them connected by free
propagators and with an extra propagator at each end of the diagram.

given by the definition

/d4x dty e e (Bg, T {a,(v)a,(y)} o)
= (2m)"'0" (p — q) iDyw (). (5.23)

Here, ¢ is the four-momentum entering the amplitude through the vertex at
y and p the four-momentum exiting at the vertex at . Combining the last
two equations, we can write
A N N —iq(a—y) 5.24
7 ,uu(:l:ay) =1 (27)4 W(Q)e . (5.24)
We will use the apostrophe to denote the full propagator variants of
Ay (z,y) and A,y (g), that is, we will write

iALV(‘rv y) = <\I/07 T {A#(x)AV(y)} ‘;[IO) ) (525)
A _ d4q / —ig(z—y)
i, (2,y) = z/ (2ﬂ)4AW(q)e , (5.26)

where Wq is the true vacuum and A, (z) is the gauge field expressed in the
Heisenberg picture.

When we study the full propagator from the point of view of pertur-
bation theory it is very useful to express it in terms of appropriate one-
particle-irreducible diagrams.? Recall that we say that a connected diagram

9There are several reasons for this, one of them being that ultraviolet divergences
and thus also counterterms correspond directly to appropriate one-particle-irreducible
diagrams.
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is one-particle irreducible if it is not possible to divide it into two discon-
nected parts by cutting through any single of its internal lines. In the context
of the photon propagator the relevant one-particle-irreducible diagrams are
those that contain exactly two external lines, both of them corresponding
to the photon. Let us denote by —i(27)*II,,(q) the sum of all such one-
particle-irreducible diagrams, expressed in the momentum space, but with
both external photon lines amputated. Here, ¢ is the four-momentum flow-
ing through the external lines. We have extracted the factor of —i(2m)?* for
later convenience. Note, that (27)* would appear together with the over-
all four-momentum conservation delta-function that is associated with any
connected Feynman diagram, but which we suppose has already been ex-
tracted and does not figure in the expression —i(27)*I1,,,(¢q). Then, from the
usual rules for Feynman diagrams, we see that [i/(2m)*] A’(s) corresponds
to the sum of diagrams that can be written in a familiar way as the free
propagator, plus the term that contains the one-particle-irreducible factor
—i(2m)*,,, (q) with two free propagators connected at both ends, plus the
term containing two one-particle-irreducible factors connected by the free
propagator and with two more propagators each connected to one end of
the diagram, etc. (See Fig. 5.1.) This corresponds to the equation

i) = i el
[ @)] [i20 1 )] [ 5 At
+ {@Aual(@] [—i(2m) ez (g)] {(2;)4%2&3((1)}
x [=i(2m) T (q)] {(2;)4%4”(61)} +.... (5.27)

We can slightly simplify this series by canceling the “i/(27)*”-terms asso-
ciated with propagators with the “—i(27)%"-terms that stand in front of
one-particle-irreducible insertions. We obtain

ALV(Q) = Aw/(Q) + Apay (q) TI***2(q) Anyu(q)
+ Apa; (@) T2 (q) Aagas (@) I (q) Aayp(q) + ... (5.28)

For our purposes, it will be more convenient to rewrite this series as an
implicit equation for the full propagator,

AL (@) = A (q) + Ay, (9) T2 (q) AL, (q)- (5.29)

This equation might become more easy to understand if we temporarily stop
displaying the indices of A/, A, and II, and treat those objects as matrices.
For now, we also cease displaying the four-momentum argument g. The
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equation (5.29) then simply reads A’ = A + AITA’. We can also write it in
the form
A~ ATIA' = A. (5.30)

Assuming that 1 — AII is invertible we can now obtain an explicit formula
for A/,
A =[1-AI"A. (5.31)

We also assume that A and A’ themselves are invertible, which allows us
to re-write this result in a form that is even more convenient for explicit
calculations,

At =A""1-AO)=A""—T1I (5.32)

To move forward, we will need to employ a property that is sometimes
called the gauge-invariance of the S-matrix and which states that for any
matrix element M (g1, ¢z, ...) defined by

(2m)*0* (pp+ @1+ @2 + - — Pa) ME= (a1, 90, .)
- /d4x1d4x2 e (W T L (21) 0 (22) .. } U (5.33)

we have

1, MBS (a1, 00, ) = @2, MBS (@1, 5. .. ) = - = 0. (5.34)

This follows from the current-conservation condition 9, J# = 0 and from the
fact that the electromagnetic current is itself an electrically neutral opera-
tor.!'® Note that this property holds also for more general amplitudes: the
only requirement is that all external charged particles must be on the mass-
shell, but neutral external particles are all allowed to be off the mass-shell.

Here we are interested only in the simplest case of this formula, when
« and B both stand for the vacuum and there are only two current opera-
tors in the product. We can derive the relation between the corresponding
matrix element My and the full propagator iA7,(q) if we consider both
quantities in perturbation theory. Since the gauge field is coupled only to
the electromagnetic current, we have

i, (@) = 18 (@) = [1Dpa, (0)] Moo ™ (4, —0) [iBay (9)]
+ (1810 (0)] (=i(Z5 = 1)) [ = 410 | [iBazu ()], (5.35)

where the minus sign in front of the second term has its origin in the two
factors of ¢, each of which is associated with one of the two electromag-
netic vertices that connect to the external photon propagators. The last
term corresponds to the single insertion of the gauge field renormalization

0For a derivation see, e.g., the chapter 10 of [9].
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counterterm, which needs now to be displayed explicitly.!! Comparing this
equation with (5.29) yields (in the matrix notation)

A = —iMpA + (Z5 — 1) [q21 - qu} A. (5.36)

Multiplying this with ¢ from the left (or, if we return the indices, contracting
with ¢o,) and using the gauge invariance condition (5.34) (together with
the fact that ga, [¢°n®1?2 — ¢®1¢®2] = 0) on the right-hand side yields the
condition

q-TIA = 0.

Assuming that A’ is invertible, this implies
() = 0. (5.37)

The most general tensor 11"”(q) that can be constructed from ¢* and the
metric tensor and which satisfies this condition can be written in the form®

" (q) = - (¢*n™ - ¢"¢") 7(4?), (5.38)

where 7(g?) is a scalar function. This equation together with (5.32) imply
that the full photon propagator can be expressed in terms of the function
7(¢?). However, in order to obtain such a formula we first need to specify
of what form is the free propagator A.

The well-known complication related to the form of the free photon
propagator is that the function A, (x —y) given by (5.22), as well as its
momentum-space variant, do not transform under Lorentz transformations
as tensors. This is because under Lorentz transformations the gauge field
a,(x) transforms as a vector only up to a gauge transformation J,w(x),
where w(z) is a field constructed from the creation and annihilation opera-
tors of the photon, and whose precise form depends on the Lorentz trans-
formation. For this reason we can consider only theories that have a gauge-
invariant action. As a consequence many quantities are determined only up
to a choice of gauge. Let us therefore work with a rather general formula
for the free photon propagator,

N — 5(‘]2) q2#q'{
Buld) =~ 5" e (5.39)

HEarlier, when we were considering the sum of all one-particle-irreducible diagrams,
we did not need to display that single insertion of the counterterm explicitly, and it was
implicitly understood that its contribution has been included. That was quite consistent
with the definition of that quantity. It would not be consistent, however, to include it into
the second term of (5.35), since the diagrams represented by that term must contain two
electromagnetic current vertices.

1275 see this, one can start with the general ansatz IT""(q) = A(¢*)n*" + B(¢*)q"q
and apply the gauge-covariance condition.

v
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where the function £(¢?) depends on a particular choice of gauge that we
choose to use.!® To use the formula (5.32) we first need to calculate A~
A straightforward way to do that is to use a general ansatz

(A_l),w (CZ) - A(qQ)nl“’ + B(q2>QuQV7

and solve the equation AA™! =1 for A and B. We find

-1 2 £(¢%)
(A )MV (Q) = —q Nuv — W(]u(b-
Note that in the Landau gauge, when we have £(¢?) = 1, this expression
diverges. This is not surprising, because in that gauge ¢ - A(q) = 0, which
means that A is not invertible. We are going to ignore this issue and simply
assume that £(¢?) < 1. We can now insert this result together with the
expression (5.38) for II into the equation (5.32) to obtain

(5.40)

2
(A"l)w () = — (1= 7(¢") P — (15_(2‘/(;2) + W(qz)) Gugv-  (5:41)

Inverting this matrix then finally yields the explicit form of the full propa-
gator expressed in terms of the function 7T(q2),

M — [€(@%) (1= 7(q%)) + ()] s
[1—7(q?)] [q? + ie] '

Al (q) = - (5.42)

The gauge-dependent term now contains the factor [£(¢%) (1 — 7(¢?)) + 7(¢?)]
instead of £(¢?). This can be important in practical calculations but in a
gauge-invariant theory it should not have any physical consequences. Of a
greater importance is the factor 1 — 7(q?) in the denominator, which has
measurable effects.

At this moment we might already try to answer some questions regarding
the properties of the function m(¢?). Perhaps the most pressing one of those
is the question of the position of the pole of the full propagator (5.42). The
factor ¢ + ie in the denominator vanishes at ¢ = 0, so unless some other
factor in the propagator cancels this zero the full propagator should still have
a pole at ¢ = 0. The only factor in (5.42) that could possibly cancel the
zero of ¢? + ie is the factor 1 — 7(¢?) in the denominator. For this work the
function 7(¢?) would need to have a simple pole at ¢> = 0. Now, the tensor
I1,.,(q) corresponds to the sum of one-particle-irreducible diagrams, which
means that we expect it to have poles only at values of ¢? that correspond
to masses of composite particles. Under usual circumstances there should
be no such a composite particle of mass zero, so we do not expect I1,,,,(¢) to

13The most common choices are the Feynman gauge for which ¢ = 0 and the Landau
(or Lorentz) gauge for which & = 1.
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have a pole at ¢> = 0. Furthermore, I1(g),, contains the term g,q,7(g*), so
if m(¢?) had a simple pole at ¢? = 0, the same would hold for II,,,,(¢q). This
suggests that 7(¢?) does not have a pole there. In other words, we do not
expect radiative corrections to give photon a mass. Another topic that we
can speak about right away is the normalization of 7(¢?) at ¢*> = 0. This
is because the renormalization prescription that we choose for the gauge
field A,, determines the value of the propagator’s residue at its pole. Under
the physical renormalization prescription, which is also known as the mass-
shell prescription, we require that this residue be the same as that of the
free propagator. This corresponds to the normalization condition

m(0) = 0. (5.43)

Because the normalization condition (5.43) corresponds to the mass-shell
renormalization prescription for the photon gauge field, it also fixes the
renormalization prescription used for the electric charge. Let us label the
charge renormalized according to this prescription by e.

The matter fields couple to the gauge field only through terms that orig-
inate from gauge-covariant derivatives of matter fields. The form (5.18) of
those derivatives then ensures that in such interactions there is a single fac-
tor of the electric charge present at each end of the photon propagator. In
other words, in electromagnetic interactions there is a single factor of e?
associated with each photon propagator. This, combined with the fact that
the running of the effective charge depends only on radiative corrections to
the photon’s propagator, means that it is often more convenient to speak
about the running of the effective charge in terms of the energy dependence
of the factor e? rather than of the charge e itself. There is an established
dimensionless constant that can be used to describe the strength of the elec-
tromagnetic interaction and which contains the factor e?: the fine structure

constant o, defined as

e2

a=
The numerical value of this constant is roughly 1/137.036.

Instead of the physical renormalization prescription for the gauge field
we could also consider some prescription characterized by a variable mass
scale p. The formula (5.42) shows that the gauge invariant part of the full
propagator of the gauge field renormalized under the physical prescription
is the same as that of the free propagator except for the extra factor of

(5.44)

This holds when we use the Heaviside-Lorentz units for the electric charge (which
effectively corresponds to us putting the vacuum permittivity €p and the vacuum perme-
ability po both equal to 1) and also put A = ¢ = 1. More generally, we have

1 €2
a=——.
4meq he
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(1- 7r(q2))71. It is therefore natural to define the field A;(f ) () renormalized
at the scale p by the relation

A (x) = /1 = (p?) Au(2), (5.45)

where A, (z) is renormalized according the physical prescription. (I indicate

the renormalization scale by the superscript “(u)”. The symbol “u” appear-
ing as a subscript denotes the component of the four-vector A(“).) The full
propagator of the field A,(f ) (x) at the point ¢ = p? then has the same value
as does the free propagator. This prescription corresponds to the charge
el®) given by

() — c___ 5.46
Y 72y (5:40)
Accordingly, the running fine structure constant a(p?) is defined as
2
{e(u)} N N

2

a(p’) = =1 ) 1 BalR) (5.47)
where it is customary in this context to denote m(q?) as Aa(q?). We can
think about this definition as associating the factor (1 — 7r(q2))_1 that ap-
pears in the full propagator (5.42) not with the propagator itself but instead
with the two factors of the electric charge e that belong to the interac-
tion vertices to which the propagator is connected. Note also that Aa(u?)
represents the contribution of the one-particle-irreducible insertion into the
running of the fine structure constant.

In the usual canonical formalism it is required that the action be real,
for otherwise the principle of stationary action would yield too many field
equations.'® For this reason we normally require the bare coupling constants
that appear in the Lagrangian to be real. When speaking about renormal-
ized coupling constants this restriction becomes less strict, and in principle
we should be able to do calculations with complex renormalized couplings
just fine, as long as we make sure that the counterterms make the overall
action real. Nevertheless, such an approach leads to a number of complica-
tions and inconveniences, and for this reason it is usually better to apply

15In quantum field theory we often work with complex fields, but any such a complex
field can always be described in terms of two real fields corresponding to its real and
imaginary parts. If the action is real then the variational principle provides one equation
for each such a real field. One more clarification is at place here: the requirement that the
action be real does not always make it necessary for the Lagrangian to be real. The familiar
example is provided by the Lagrangian density £ = 11177“8“1/) that is commonly used for
the Dirac field, and which is not Hermitian. The difference between that Lagrangian
density and its Hermitian conjugate, however, is a total derivative, and the resulting
action is therefore real. [Note that this Lagrangian density represents a massless field and
is expressed in the usual “PDG” notation, and not the notation which we used in the first
part of this thesis.]
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the formulas such as (5.46) or (5.47) only in those regions of u? where the
effective constants are real. (Which, for those two formulas would be for
values of 2 that correspond to space-like four-momenta.) Another, related
option is to employ such formulas everywhere but to discard any possible
imaginary parts. There are, however, also many situation when it is useful
to speak about complex running constants and in this section we will ap-
ply the definition (5.47) as it is also in the region of u? corresponding to
time-like values of the momentum transfer, where a(u?) is complex.

5.2 The fine structure constant and the muon’s
magnetic anomaly

One of the contexts in which the knowledge of the running of the fine
structure constant can be of great utility is the calculation of the magnetic
anomaly of the muon. We already saw in the subsection 3.5 how the mag-
netic anomaly of a spin 1/2 particle can be calculated from the value of the
Pauli form factor at zero momentum transfer. In the present subsection we
are going to discuss the special case of the magnetic anomaly of the muon.
We will focus on leading hadronic contributions to that quantity and their
relation to the running of the fine structure constant.

Let us, however, first take a few steps back and discuss the magnetic
moment of the muon in a greater generality. A massive particle of mass m
and electric charge g has a magnetic dipole moment p that is proportional
to its spin s,

q
= g1, 5.48
p=95 s (5.48)

The dimensionless factor g that figures in this equation is called the g-
factor'® and in the subsection 3.5 we have already found the relation (3.82)
between g and the Pauli form factor that holds if the particle has spin 1/2.
Dirac, in his famous article [36] where he presented his relativistic quantum
mechanics of the spin 1/2 particle predicted the value g = 2 for the electron.
However, it became soon apparent that the true value of the electron’s g-
factor is not exactly equal to 2. One of the great successes of the new
theory of quantum electrodynamics in 1940s was the calculation of the lowest
order correction to the electron’s g-factor by Schwinger [37]. Since then the
magnetic moment of the electron has been calculated to several orders in
perturbation theory and also measured to a very high precision and both
quantities are in excellent agreement.'”

16Sometimes g is also referred to as the gyromagnetic ratio. However, the same term is
elsewhere used to describe instead the whole ratio between the magnetic moment p and
the spin s, that is, the full factor gg/2m. The latter terminology seems to me more correct,
and accordingly, I will try to use the name g-factor rather than gyromagnetic ratio for g
throughout this text.

17Considering the fact that the topic of the magnetic dipole moment has been so impor-
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Figure 5.2: The leading hadronic contribution to the magnetic moment.
The grey circle represents the strong-force contribution to the polariza-
tion of vacuum. If we interpret it as corresponding to the matrix ele-
ment (Vo, T {J,(z)J,(y)} ¥o) evaluated with only the strong interaction
switched on, then this contribution is of the order o? relative to the tree
diagram.

In the case of the magnetic moment of the muon the situation is quite
different. The muon is about 207 times heavier than the electron and as a
consequence its magnetic moment is much more sensitive to the effects of the
weak and strong nuclear forces. In fact, at the precision that we have already
achieved in laboratory the measurements of the magnetic moment of the
muon are sensitive to all three forces of the standard model. This, coupled
with the fact that there is a long-standing tension between experimentally
measured values and theoretically calculated predictions, is the reason why
the topic of the muon’s magnetic moment attracts so much attention.

The fact that the measurement of the muon’s magnetic moment is sen-
sitive to all three forces of the standard model is a great advantage when it
comes to testing the standard model but it also leads to some difficulties on
the side of theoretical predictions. In particular, we must include into our
calculations the effects of the strong interaction, and are therefore forced to
confront the problem that in quantum chromodynamics we are unable to
apply perturbation theory when calculating low energy processes. We must
therefore look for some alternative approaches to estimate the strong-force
contribution to the magnetic anomaly.

tant in the development of relativistic quantum field theory, one may wonder why other
dipole moments, such as the electric or gravitational dipole moments, have played compar-
atively only minor roles in high energy physics. The reason is that for spin-1/2 particles
those two moments are minuscule, which is related to the fact that the operation of the
time reversal is very nearly a precise symmetry of physics. This is because in a relativistic
quantum field theory, if the operator T of time inversion is conserved then energy eigen-
states of any fermionic system must be at least twice degenerate. This phenomenon is
called Kramer’s degeneracy. A system containing a particle of a half-odd-integer spin in an
external static electric or gravitational (but not magnetic) field is time-reversal invariant,
but if that particle had any electric or gravitational dipole moment then the degeneracy
among its different spin states would all be lost. Such moments are therefore forbidden in
time-reversal invariant theories.
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Figure 5.3: Another insertion of the hadronic vacuum polarization into the
diagram for the electromagnetic vertex. Even though this diagram is of the
same order in « as the diagram in Fig. 5.2 we can ignore it when calculating
the magnetic moment. This is because its contribution vanishes when the
four-momentum flowing through the external photon line is zero. (And for
the same reason we do not consider the diagram that is just as this one but
with the internal photon line which connects the two fermion lines removed.
That diagram is only O(«) relative to the tree diagram.)

The leading strong-force contribution to the magnetic anomaly is due
to the lowest order hadronic contribution to the polarization of vacuum.
The relevant diagram is depicted in Fig. 5.2. This diagram contains two
extra factors of the fine structure constant relative to the tree diagram.
Any contributions to the magnetic moment that contain hadronic vacuum
polarization insertions are directly related to the hadronic contribution to
the running of the fine structure constant. It is for this reason that «(s) is
important in the evaluation of the muon’s magnetic anomaly.

It might appear that there is another diagram that is of the same order
in « and that has the hadronic vacuum polarization insertion on the external
photon line, as is depicted in Fig. 5.3. This diagram would indeed contribute
if we were considering the Pauli form factor at an arbitrary value of the
four-momentum transfer ¢, but the magnetic moment is associated with the
value at ¢ = 0, and because as a result of the condition (5.43) we have
7r(q2)|q2:0 = 0, this diagram has no influence on the magnetic moment.

It should be emphasized that the study of the contribution depicted in
Fig. 5.2 to the magnetic moment of the muon is of crucial importance be-
cause it currently represents the largest source of uncertainty in the overall
theoretical prediction. For a long time the only available approach to eval-
uate this contribution was to use analytic properties of the corresponding
form factor and the optical theorem to express this contribution in terms
of the total cross section for the annihilation of the electron—positron pair
into hadrons [38, 39, 40, 41]. In this approach there are therefore two in-
dependent places where experimental data enter into consideration. First,
it is necessary to measure the muon’s magnetic moment directly, so that
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this measurement can be compared with the theory. However, in order to
produce a theoretical prediction yet another set of data, consisting of cross
section measurements for the process e™e~ — hadrons, is required so that
we can calculate the strong-force contribution to the magnetic moment.

Let us now briefly review some technical aspects of this approach to the
evaluation of the lowest order hadronic contribution to the muon’s mag-
netic anomaly a,, depicted in Fig. 5.2. For details, the reader is encour-
aged to consult either the original sources [38, 39, 40, 41] or the book [42]
by F. Jegerlehner, which is dedicated to the topic of the muon’s magnetic
anomaly. The detailed calculation shows that this contribution can be ex-
pressed as

2 00 K
HVPLO _ @ (s)
a, T = —= ds R(s). 5.49
0= 2 [ s ) (549
Here, R is the ratio of the “undressed”'® total cross section of the annihila-
tion of electron-positron pair into hadrons to the Born cross section of the
process eTe” — ptu~ calculated in the approximation of massless muons,

oundressed (o+o= 5 hadrons)

4ma?
3s

R(s) = (5.50)

The symbol K represents a kernel function, which is given by the integral

P )
K(s)—/o dyy2+ -9 (5.51)

S

This integral can be evaluated explicitly, and sometimes it is useful to con-
sider that solution in its explicit form, which is

K(s) = 2%(2 — 2?) n (1+2%)(1 + ) <1og(1+w) _$+‘”2>

2 2 2

1+x

+ . z?log(z), (5.52)

8The word “undressed” here means that the effects of the vacuum polarization on the
photon propagator should be removed. That is, we need to multiply the measured cross
section by the factor a®/a(s)?. (This discussion, as well as the derivation of (5.49) are
precise only if the cross section is actually for the process ete™ — v* — hadrons, that
is, for the reaction mediated by a single intermediate virtual photon. It is usually a good
approximation to simply ignore diagrams that do not conform to this picture, because
their contribution to the cross section is of order a? or higher relative to the contribution
of the process with only a single intermediate photon. The leading contribution is O(a2)
relative to the tree diagram, so their contribution is O(a*), which is one order of « higher
than the highest order contributions that are currently being significant relative to the
uncertainty in the evaluation of the highest order contribution (5.49).) Alternatively, we
can also use the original, “dressed” cross section in (5.50) but substitute a(s)? for o in
the denominator of that equation.
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where z = /1 — @ is the velocity of the muon in the center-of-mass frame
of a system of two muons whose total four-momentum squared is s.

Using currently available cross section data the uncertainty in the eval-
uation of the contribution (5.49) turns out to be rather large, which makes
considerations of higher order corrections less critical from the practical
point of view. Nevertheless, the total value of the next order corrections is
not completely dominated by the uncertainty of (5.49), so it is still meaning-
ful to consider those corrections even from a purely pragmatic perspective.
Recall that the lowest order correction (5.49) is O(a?) relative to the tree
diagram. There are five distinct classes of O(a?) corrections that contain
hadronic contributions, depicted in figures 5.4-5.8. They were first calcu-
lated in [43, 44] and they are also discussed in [42]. The first class consists
of diagrams with the single vacuum polarization insertion as in Fig. 5.2 but
with one additional internal photon line. An example of such a diagram
is depicted in Fig. 5.4. Another class consists of diagrams with a single
hadronic vacuum polarization insertion and a single leptonic vacuum polar-
ization loop, both on the same internal photon line, as depicted in Fig. 5.5.
To account for contributions of these two classes of diagrams one can still
use an equation of the form (5.49) but with an appropriately adjusted kernel
function K. (See [43, 44] or [42].) The third class contains only one diagram,
which has two hadronic vacuum polarization insertions and is depicted in
Fig. 5.6. Its contribution can also be calculated from experimental cross
section data, although the corresponding equation contains two factors of R
and an adjusted kernel function,

3 roo /
aEVP, class 3 _ % (a) / ﬁd—sR(S)R(S/)
4

/
T m2 S 8

y'(1—y)
1_

v [v2 + o (11— v (5:59)

1
X dy
0 {y2+miﬁ(

The fourth class consists of all diagrams that correspond to Fig. 5.2 but with
an additional internal photon line inside the hadronic vacuum polarization
insertion. We can account for those contributions by calculating R(s) from
cross sections that are inclusive with respect to hard photons.' The last
class of hadronic O(a?) diagrams contains the insertion of the subdiagram
that represents the hadronic light by light scattering instead of the vacuum
polarization. It is depicted in Fig. 5.8 and among all hadronic O(a?3) dia-
grams it is the most problematic one. We will not discuss it here but will
briefly return to it at the end of the present section.

For decades the dispersive approach had been the only viable option to
calculate the leading order hadronic contributions. This started to change

19A discussion of this issue can be found in [42], or also [45, 46].
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Figure 5.4: An example of a “class 17 diagram for hadronic contributions to
the magnetic moment. This is one of several O(a?) diagrams that contain
a single hadronic vacuum polarization insertion and a single additional in-
ternal photon line.

(s

Figure 5.5: A “class 27 diagram for hadronic contributions to the mag-
netic moment. This is one of several O(a?) diagrams that contain a single
hadronic vacuum polarization insertion and a single vacuum polarization
lepton loop.

ExE

Figure 5.6: The “class 3”7 diagram for hadronic contributions to the magnetic
moment. This O(a?) diagram contains two hadronic vacuum polarization
insertions.
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&

Figure 5.7: A representation of a “class 47 diagram for hadronic contribu-
tions to the magnetic moment. This is one of several O(a?) diagrams that
contain a single hadronic vacuum polarization insertion with a single photon
line inside.

in recent years, when the purely computational methods of lattice QCD be-
gan to approach levels of precision comparable to the dispersive approach.
Particularly interesting is the recent work of Borsanyi et al. [47], which
claims to have reached a precision similar to the recent works which em-
ployed the dispersive approach. The value of the hadronic contribution that
they calculated shifted the overall prediction for the muon’s magnetic mo-
ment closer towards its observed value, significantly reducing the tension
between the theory and experiment. The discrepancy between the leading
order hadronic contributions calculated by the dispersive approach and that
computed in [47] is in the range of 2.00 to 2.50. A further investigation
will be needed to explain this discrepancy. (The author’s suspicion is that
the root cause of the discrepancy lies in the bad quality of the available
cross section measurements of the electron—positron annihilation into pions
and into kaons, where the available dataset contains tensions between indi-
vidual experiments, suggesting that the authors of those experiments may
have underestimated their systematic errors.) In any case, it is very likely
that lattice QCD will play an increasingly important role in the evaluation
of hadronic corrections.?’ These advances of lattice QCD, although very
interesting and highly promising, do unfortunately lie outside of the scope
of the present work and we will therefore not discuss them here any further.

There is, however, another recent development that is quite central to our
topic. One can motivate it by noting that one of the reasons for the relatively
small precision of the cross section data for the processes eTe~ — hadrons,
which are needed in the already mentioned dispersive approach, is that in
the relevant energy region the total cross section exhibits abrupt fluctu-
ations due to the presence of resonances and normal thresholds. This is
related to the fact that the virtual photon created in the annihilation of
an e~ et-pair carries a time-like four-momentum and the problem would
therefore disappear if we could somehow estimate the hadronic contribu-

20For more recent results see also [48] and references cited therein.
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Figure 5.8: A diagram representing the hadronic light-by-light contribution
to the magnetic moment. This contribution is of the order a?® relative to
the tree diagram. Together with Fig. 5.2 and the O(a?) hadronic vacuum
polarization contributions, which are represented by diagrams in the fig-
ures 5.4-5.7, these are the most important diagrams in which the strong
force contributes.

tion from measurements in the space-like rather than time-like region. In
a sense, this is exactly what the new experiment MUonE suggested in [49]
aims to accomplish. In this approach, using the dispersion relation for the
polarization of vacuum, the hadronic contribution to the muon’s magnetic
moment is expressed in terms of the running fine structure constant a(s)
in the space-like region. The proposed experiment then aims to deduce
this running from very precise measurements of the cross section for elastic
scattering of high energy muons on atomic electrons. This proposal is an
iteration of an earlier suggestion by Calame et al. [50], where the Bhabha
scattering e"e™ — e"eT was considered instead of the process ey — ep.
Proposals to measure the running of a(s) in space-like regions by the study
of Bhabha scattering are even older, and date at least to the year 2004 when
one such a proposal was given in [51]. Once the running of a(s) has been
measured, one needs to subtract from Aq(s) its non-hadronic part in order
to obtain the hadronic contribution Aa?®(s). The non-hadronic part can
be calculated very precisely in perturbation theory.

Let us now explain little bit better the main idea behind this approach.
We start from the formula (5.49) for the lowest order hadronic contribution
to ay,

2 %) K
HVPLO _ © (s)
a, =353 Am% ds . R(s).

As we will discuss in greater detail in the section 5.4, the ratio R(s) is
directly related to the imaginary part of the hadronic contribution 7d(s)
to the vacuum polarization function,

%{ﬂ_had<q2 +Z€)} — —%R(q2). (554)
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We can therefore rewrite (5.49) also as

>~ K
GEVP,LO _ _%L dsﬂﬁ {Whad(s + ie)}, (5.55)

2
m2 S

Notice that although the integration is still restricted to time-like values of
s, unlike R(s) the hadronic vacuum polarization function 7(s)"® is defined
also for space-like value of s. In the section 5.5 we will see that 7"ad(s)
should satisfy the once-subtracted dispersion relation

Whad(s) — i AOO dislg {ﬂ-had(SI * ZE)} (5.56)

m2 8 s’ —s

If we now write in the integral (5.55) the kernel function (5.51) explicitly,

2
HVP,LO o /OO ds/ had y* (1 —y)

a, Y = —— d \s s +ie)p T
H 4m2 S Y ( )} Y2+ (1-y)

S‘c,,
=

we can see that the integral over s resembles the dispersion integral for 7"ad,

If we exchange the order of integration and slightly reorder the integrand
the correspondence becomes more clear,

© 15 {whad(s + ze)}
S e (5:57)
™ S+ ﬁ

HVPLO /dy (1—y

We can now see that although the original integral (5.55) was over time-
like values of s, the integration over s in this double integral is actually in

the form of the dispersion relation (5.56) and gives the value of 7/d at the
2,2
space-like value of s = 3(y) = —yl e <,

a0 = 2 [Ty (1 e (s()) (5.58)

As we mentioned earlier, the vacuum polarization function 7(s) is directly
related to one-particle-irreducible effect on the running of the fine structure
constant, Aa(s) = m(s). Hence, we can also write

GHVPLO _ / dr (1 — 2)Aa™ (3(z)). (5.59)

This formula expresses aEVP’LO directly in terms of the hadronic contri-
bution to the running of the fine structure constant in the space-like re-
gion. Note that when we vary the variable « between 0 and 1, the values

2,2
of 5(z) = —xlz“ cover the whole negative semi-axis of s. This could pose a

problem for practical applications of the formula (5.59) because we cannot
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measure Aca(s) at arbitrarily large values of space-like s. (Not even men-
tioning that we cannot use QED and perturbation theory at arbitrarily large
energy scales.) Luckily, this is where the factor 1 — x, which is present in
(5.59) comes into rescue: combined with the assumed asymptotic properties
of 124 (s) this factor ensures that by ignoring the part of the integral (5.59)
that corresponds to x between 1 —¢ and 1 for some small positive § we incur
an error that can be bounded from above and made sufficiently small in a
practically feasible experiment.

In relation to this topic, during my doctoral study I collaborated on
the article [29], which considered these issues. In that work we used the
U&A model to describe measured cross section data for relevant processes
ete” — hadrons, from which R(s) and thus also %{Whad(s)} could be

calculated. These results were then used in the dispersion relation (5.56) to
predict the values of AaP®d in the space-like region, which in turn were used
in (5.59) to calculate CLEVP’LO. We obtained the value

a; VPO = (707.23 £4.81) x 10717

for the lowest order hadronic contribution to the muon’s magnetic anomaly.
We then used predictions of the remaining contributions by other authors
to obtain the overall prediction of the standard model. Namely, we used the
value [52]

adFP = (11658471.8951 & 0.0080) x 10~ '°

for the QED contribution; the value [53]

aZIVP,NLO = (—9.87 £0.09) x 10719

for hadronic vacuum polarization contributions of order O(a?), which are
represented by diagrams in the figures 5.4-5.7, and the value [53]

ap?PNNLO = (1,24 40.01) x 10710
for O(a*) hadronic contributions; the value [54]

a; " = (10.5 +2.6) x 107 '°

for the O(a?) hadronic light-by-light contribution, which is represented by
the diagram in Fig. 5.8; and the value [55]

a" = (15.36 £ 0.1) x 107"

for the weak force contribution. Thus, we have obtained the value [29]

ap™M = (11659196.4 +5.5) x 101 (5.60)
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for the standard model prediction of the muon’s magnetic anomaly. This de-
viated only by some 1.50 from the 2021 world average experimental value [56]

alXP 2021 ave — (11659206.1 + 4.1) x 1071°. (5.61)

Let us briefly comment on this result. First, it may appear quite strik-
ing that the agreement with the average experimental value is so good, far
better than in the case of the usually considered theoretical prediction. But
that has nothing to do with us using the space-like approach (5.59). Instead,
it is related to the fact that when the U&A model was in past used (in the
dispersive approach (5.49)) to describe the cross section for the annihilation
of the electron—positron pair into hadrons then it tended to yield results
that were in better agreement with the experimentally measured value of
a, than the consensual theoretical prediction. (See, for instance, [57].) It
is definitely possible that this is because the physical requirements of an-
alyticity, Hermitian reality, normalization, etc. that are “hardwired” into
the model do partially correct the (low-quality) experimental cross section
data. On the other hand, it is also possible that this improved agreement
with experiment is just a coincidence or a result of some systematic error in
the application of the model (considering that the model has always been
applied by the same relatively small group of people). Nevertheless, even
with all these qualifications the result (5.60) is interesting on its own. Sec-
ond, the way in which the space-like approach (5.59) was employed in this
article can only be regarded as an exercise that tested this approach and
not a genuinely new result because the method was somewhat circular: we
calculated space-like values of Ao’ from time-like values of & {ﬂhad(s)}

using the dispersion relation (5.56) and then employed the formula (5.59)
which calculates the anomaly from those space-like values but only because
it relies on the same dispersion relation (5.56) to relate them back to time-
like values of & {Trhad(s)} that figure in the original formula (5.49). Hence,
we used the same dispersion relation twice, first in the direction “time-like
region — space-like region” explicitly, and then in the opposite direction
implicitly when we used the formula (5.59). The result should be therefore
identical as if we had just calculated the anomaly directly from the time-like
formula (5.49).

5.3 Measuring the running of the fine structure
constant

As we have seen in previous subsections, the running of the fine structure
constant plays an important role in high energy physics. As is also true
with many other such quantities, our interest in studying and measuring
this quantity is twofold. On the one hand, a physical theory should be
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able to predict the value of a(s), and comparing such a prediction with
measurements is useful in testing the validity and limits of that theory and
our methods of calculation. In principle, it could even provide hints pointing
in the direction of a better, more fundamental theory. On the other hand,
a(s) itself enters into the calculation of many other measurable quantities,
and once it is known — either from a calculation, a measurement, or a
combination of both — it can be used to predict those quantities. We
encountered an example of this in the previous section when we discussed
the magnetic anomaly of the muon.

It is therefore worthwhile to attempt to measure the running of «(s). In
the present section I will very briefly mention two such attempts. One of
them is the proposed MUonE experiment [49], which we already mentioned
in the previous section, and which has the ambition to measure the running
of a(s) in the space-like region. The other one is an experiment that has
been already carried out by the KLOE-2 Collaboration at DA®NE and
which measured both the real and imaginary parts of «(s) in the time-like
region [58].

Let us start with the KLOE experiment [58]. This experiment used the
initial state radiation technique to measure the process ete™ — u™u~v(y),
in which the virtual photon created in the annihilation of the eTe -pair
carried a time-like momentum in the energy range between 0.6 GeV and
0.975 GeV. The final state pu*p~ () contains one or more photons. One
of those photons is the initial state radiation photon used to determine the
center-of-mass energy that the ete™-pair had at the moment of its annihi-
lation. At the precision achieved by this experiment one needs to take into
account both the initial and final state radiation, and in [58] these effects
were considered at the next-to-leading order using the PHOKHARA Monte
Carlo event generator (see, e.g., [59, 58] and the references cited therein).
At the achieved precision it was still possible to ignore the contribution of
diagrams that contain two or more intermediate virtual photons, and under
this approximation the ratio of the observed cross section to the Born cross
section provides direct information on the magnitude of a(s),

2

doexp (€Te™ — ptu= (7)) Jdv/s ‘af) (5.62)

dofig™ (ete™ — ptp=(7)) Jdy/s

The justification of this formula follows from the fact that while the Born
cross section (ignoring now the final state radiation photons) is calculated
from the diagram depicted in Fig. 5.9 that we will study in the next section,
the experimental cross section — at least in the applied approximation — is
given by the same diagram but with the intermediate free photon propagator
A, replaced by its full variant Aj,,,.

In the next section we will also see that the imaginary part of a(s) can
be determined by measuring the total cross section for the process ete™ —



196 CHAPTER 5. THE FINE STRUCTURE CONSTANT

~v* — “anything”. In particular, the hadronic contribution to Aa(s), which
cannot be calculated perturbatively at this energy scale, can be determined
by the measurement of the process ete™ — v* — “hadrons”. In the next
section we will review the derivation of this relation between the imaginary
part of AaM®d(s) and the total cross section for the process ete™ — y* —
“hadrons”. This relation can be expressed in the form (5.100)
S{aa"(s)} = —SR(s), (5.63)
3
where the function R has been defined in (5.50) as the ratio of the total cross
section for the process eTe™ — v* — “hadrons” to the total Born cross sec-
tion for the process ete™ — uTp~. The remaining leptonic contributions
to S {Aa(s)} can be calculated in perturbation theory. Once we have mea-
sured both the modulus |a(s)| and determined the imaginary part of Aa(s)
it is easy to extract also the real part of Aa(s). From the definition (5.47)
we find

% =1-Aa(s), (5.64)
which implies that
‘Oj‘s) S 14 Aa(s) — 2R {Aa(s)] (5.65)

If we now express |Aa(s)|? on the right-hand side as the sum of the squares
of the real and imaginary parts of Aa(s) we find

— (S{Aa(s)})? = (1 - R{Aa(s)})?, (5.66)

a(s)

where both quantities that appear on the left-hand side are presumed to be
known. Hence, since we know that 1 — R {Aa(s)} > 0, we can write

2
— (S{Aa(s)})>. (5.67)

R{Aa(s)} =1— \/’aé)

Let us now turn our attention to the MUonE experiment. This experi-
ment was proposed in 2017 [49], although the main idea has been presented
already two years earlier in [50]. A more detailed description of the technical
aspects of the experiment can be found in the letter of intent [60]. In 2018 a
test run of the experiment was carried out in CERN, the discussion of which
can be found in [61, 62]. And finally, the most recent update regarding the
main experiment appears to be [63].

As was explained in the previous section, the MUonE experiment aims
to measure the running fine structure constant a(s) in the space-like region.
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The quantity Aca(s) contains contributions from the QED and from the
weak and strong nuclear forces,

Aa(s) = Aa®FP(s) + Ao, (s) + Aah2d(s). (5.68)

Contributions from the QED and weak force can be calculated perturba-
tively with very high precision. One can therefore obtain AaP®d(s) by sub-
tracting from the measured quantity Aa(s) the theoretically calculated val-
ues of Aa®FP(s) and Aa™*?K(s). In this way we can obtain an independent
evaluation of this problematic quantity.

The main promise of this new experiment is that it will provide a new way
to directly measure the leading order hadronic contribution to the magnetic
moment of the muon, using the equation (5.59),

1
qivPLO _ @ / dz (1 —z)Aa™(5(z)),
™Jo

with §(z) defined as

2
§(z) = ——F. (5.69)

The contribution a is the dominant source of error in the overall pre-
diction of a,. Furthermore, as we mentioned in the previous subsection,
there also seems to be a discrepancy between the calculation of the lowest
order hadronic contribution based on the old dispersive approach and the
results coming from lattice QCD. In fact, the lattice QCD prediction of [47]
is in acceptable agreement with the experiment. This suggests the possibil-
ity that the source of the long-lasting discrepancy between the theoretical
predictions of a, and its experimental value might be hidden somewhere
in the dispersive calculation. If nothing else, it is not hard to imagine the
possibility that the measured cross section data for the annihilation of eTe™
into pions and into kaons, which enter into that calculation, are not reli-
able enough and suffer from underestimated systematic errors. It would be
therefore very desirable to have another, independent experimental way to
estimate the leading order hadronic contribution to a,.

HVP,LO
o

It should be noted that in order for the MUonE experiment to yield any
useful results it must achieve a very high precision. To estimate the required
precision, consider the ratio R of the cross section for the process ete™ —
“hadrons” to the same cross section but with only the electromagnetic and
weak contributions to the running of a(s) included. Considering only the
contribution of the diagrams containing a single intermediate full photon
line, these two cross sections are the same except for the factor of |a(s)|?,
which for one of them is evaluated with strong interactions switched on and
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for the other one with strong interactions switched off. This leads to

do™O(s; Aa®d £ 0) /ds

RLO(4) —
() dolO(s; Aahad = 0)/ds
B 1— AQQED(s) _ Aaweak(s) 2
|1 — AaQED(s5) — Aaweak(s) — Aahad(s)
2
1 2
= L - Aahed(s) ] = [1+ Aah(s)]" = 1+ 280(s),
I—AQQED(S)_Aaweak(S)

(5.70)

The quantity Aa"@d(s) varies only mildly across the kinematic range covered
in this experiment and in the region that contributes most to the magnetic
anomaly its value is of the order of 1072. For this measurement of the
hadronic contribution to a, to be useful, a precision of at least O(1072)
is needed. Therefore a precision of O(107°) in the measurement of the
differential cross section must be achieved in this experiment. (See, for
instance, [63].)

Note that in the equation (5.70) we have implicitly used the fact that
in the space-like region the quantity Aa(s), as well as the individual contri-
butions AaRFP(s), Ao (s), and Aa"@d(s), are all real. The differential
cross section do™©(s) /ds depends only on the absolute value |a(s)|, and does
not tell us anything about the phase of a(s) just by itself. If we considered
the possibility that the individual contributions to A«(s) could be complex,
then under the same approximation that we used in (5.70) that equation
would instead read

1
1 . Aqhad (S)
1—AaQED (s)—Aaweak(s)

~ ‘1 + Aol (s)

RO (s) =

‘2 ~ 14 2R {Aahad(s)} :
This would not invalidate the rough estimate of the required precision that
has been presented in the previous paragraph, but the interpretation and
usefulness of the results of such an experiment would be dependent on our
ability to say something about the phase of a®d(s). It is therefore a good
thing that we know that in the relevant region a"d(s) is real. We provide
a proof of this property in Sec. 5.5.

Before we close this topic, let us note that only a few measurements of
a(s) in the space-like region have been accomplished to date. A notable
example is the measurement of «a(s) from the small-angle Bhabha scattering
by the OPAL collaboration [64]. This experiment was based on the proposal
suggested earlier in [51]. The MUonE experiment is in principle very similar,
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Figure 5.9: The tree diagram for the process eTe™ — uTp~.

but instead of the Bhabha scattering it considers the process®! p+e — p+e.
One of the advantages of this approach is that since the two particles have
very different masses, it is in a sense easier to analyze the final state data.

5.4 Imaginary part of the hadronic contribution
to the vacuum polarization

We encountered the relation (5.54) between R(s) and the imaginary part of
7h2d(5) already in the section 5.2, where we used it to calculate the lowest
order hadronic contribution to the magnetic anomaly from cross section
measurements of the processes ete~ — hadrons. In the present section we
are going to look at the equation (5.54) a little bit more closely. This is an
elementary topic, but in addition to filling in some details it will also help
us to fix notation, since in this third part we are using the more standard
notation, which is used also by the Particle Data Group. For a reference, this
notation was also employed, for instance, in the books [14] or [42]. In our
treatment we are going to be entirely straightforward, and will use only the
most basic formulation of the optical theorem, which relates cross sections
to forward scattering elements of the S-matrix.

Before we start with the main calculation, it might be useful to first
calculate the total cross section for the process ete™ — u™p~ in the Born
approximation, with all the fermion masses set to zero. This is the quantity
in the denominator of the definition (5.50) of R. There is only a single tree
diagram that corresponds to this process, depicted in Fig. 5.9. We will work
in the center-of-mass frame, and denote the four-momentum of the incoming
electron by p = (|p|, p), and the four-momentum of the outgoing muon by
k = (|k|,k). (Note that we are already making use of the approximation
that me = m, = 0.) The four-momenta p’ and £’ of the incoming positron
and outgoing anti-muon, respectively, are therefore p’ = Pp = (|p|, —p) and
kK = Pk = (|k|,—k). (Here, P represents the Lorentz transformation of
space inversion.) Also, we have |p| = |k|. The four-momentum ¢ flowing
through the intermediate photon line is ¢ = (2|p|,0) = (v/s,0), where s is

2INote that u~+e~ — pu~ 4+e~ and pT+e™ — ut +et are for our purposes equivalent.
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one of the Mandelstam variables, s = (p + p’)?. The usual Feynman rules??
then associate with the diagram Fig. 5.9 the M-matrix given by

iM (p,o;p',0" — k,6;k',6")

= [i(k.&) (~ier") v(~k,5")] " [o(=p.o’) (~ier")u(p,o)] . (5T1)
We have used the Feynman gauge for the propagator. Note that although we
neglect the masses of the electron and the muon, that approximation is really
justified only if s >> mi > m?2 > 0, which means that we should ignore any
possible infra-red singularity at s = 0. For this reason we will assume that
s > 0 and we can therefore drop the “ie¢” term in the denominator of the
photon propagator. We can re-write (5.71) in a slightly simplified form

o2
M = . [a(k, &)y v(—k,d")] [17(—p,0')”yuu(p,o)] , (5.72)

where we now display the M-matrix simply as M. Using the standard ma-
nipulations®® we can write

el

|MJ? = ;Tr{[U(kﬁ)ﬂ(k,&)] Y [v(=k,5")v(=k,6")] 7"}
x Tr { [v(=p, 0")o(=p,0")] v [u(p, 0)u(p, o) v} . (5.73)

Our aim is to calculate the total cross section, so we will sum over the spin
z-components ¢ and &’ of the final particles. We also average over all four
distinct spin configurations of the initial particles. We denote the resulting

quantity by |M \2,
MPP=— > MP. (5.74)

o,0!,6,6'

|

This allows us to make use of the properties

Z u(p,o)u(p,o) =p+m, (5.75)

g

and

Zv(p, o)o(p,o) =p—m, (5.76)

[

22Tn our current convention they are specified for instance in the Appendix A of [14].
2G8ee any textbook of quantum field theory for details. We use

[a(k, &)y v(~k,5)]" = [5(~k, & )" u(k,5)] ,
and a similar equation for the other factor; and the usual trick
[ay" o] [07"u] = Tr {[uy"v] [0v"u]} = Tr {utiy"viy"},

where in the last step we used the cyclic property of the trace.
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where m stands for the mass of the fermion corresponding to the coefficient
functions u, v. In our case m, = m, = 0, so we obtain the following simple
result,

[MP? = 7Tr {%v“%v }Tr {iﬁm@%}, (5.77)

where ;?ﬁ and % represent v, P, p"” and v, PH k", respectively. Employing
now another standard result,

Tr {V'v"Py7} =4 ("' 0" — 0" n"7 +0"7n""), (5.78)
we have

T { it} = 4 (k:“ (PR) + K (Pk)" — nﬂVS) , (5.79)

where we have used k - Pk = (ko)2 + k% = 2|k|? = s/2. Similarly

o v v vS
Tr {Z"’mmu} =4 ((Pp)“p + (Pp)” p"* — " 2) : (5.80)
The product of those two traces is

Te {kat by} T (g } =16 [2 (k- Po)* 4 2(k-p)] . (5.80)
which means that

307 = 5 [ P + ()7 (5.82)
Now, to make even better use of our approximation of massless fermions
we write p - k = —(p — k)2/2 = (p —k)* /2, where the time component
of p — k vanishes because we are in the center-of-mass frame. Similarly,
Pp-k=—(Pp—k)?/2 = (p+k)?/2. If we denote by 6 the angle between
p and k, we obtain

1
pk= 3 (p2 —2p-k—|—k2) = |pl*(1 —cosf) = = (1 —cosh), (5.83)

=~ ®

and
_} 2 2\ _ .2 _ s .
Pp-k—Z(p +2p'k+k)—\p| (1+cos€)—4(1+0059). (5.84)

Using this in (5.82) yields

4
|M|? = % [(1 + cos#) 4 (1 — cos 9)2} . (5.85)
If the incoming particles are massless, then the differential cross section in

the center-of-mass frame is given by [14]

do
dQ| e\

1 1 —5 1 —
— M|® = M|”. 5.86
64(p°)? (2m)? | 647['28‘ | (5-86)
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Figure 5.10: The s-channel forward scattering diagram for the process
ete” — eTe™. At the lowest order in electromagnetism, this is the only
(hadronic) forward scattering diagram for which the amplitude is not zero.

Thus, we found that

do et 9 9
Now,
2 1 2 167T
/dQ (1 +cosh)” = 27‘(’/ (dcos®) (1 £ cosh)” = =3 (5.88)
-1

which means that after we integrate the differential cross section over the
angular variables we obtain the final result

4 2
- _ e dra
oBom <e+e —utu ) =Tors = 85 (5.89)

Let us now move on to the calculation of the M-matrix for the forward
scattering of the ete -pair at the lowest order in the electromagnetic in-
teraction, but using the one-particle-irreducible insertion (5.38) restricted
to hadrons. That is, we consider the forward scattering to the lowest order
in electromagnetism but to all orders in strong interactions. We will again
work in the approximation of massless fermions and consider the scatter-
ing in the center-of-mass frame. As before, we denote the four-momentum
of the incoming electron by p = (|p|,p). The incoming positron has the
four-momentum p’ = Pp = (|p|, —p) and since we are now restricting our
attention to the forward scattering, the outgoing electron and positron have
four-momenta p and p’. We denote ¢ = p + p'.

There are now two relevant Feynman diagrams, one corresponding to
the s-channel process and the other one to the ¢-channel process, depicted in
Fig. 5.10 and Fig. 5.11, respectively. However, the four-momentum flowing
through the photon line in the ¢-channel diagram is zero, and this diagram
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q=0

Figure 5.11: The t-channel forward scattering diagram for the process
ete™ — eTe”. Because the process is a forward scattering the four-
momentum transfer g is zero. The value of the t-channel diagram therefore
vanishes, because 77%4(0) = 0.

therefore does not contribute, since 724(0) = 0. We can therefore limit our
attention to the diagram Fig. 5.10 only. Its corresponding contribution is

M (p, i1l 0' = 5,30, 0") = [0, o) (—ier) ulp,0)] —
8 [_mhad(s) {_ (Snaﬁ - qaq6> H @ [u(p, o) (—iey”)v(—p,d")],

(5.90)

where, according to our discussion in the subsection 5.1.3, we inserted the
value?* —iﬂﬁfd (q) for the hadronic vacuum polarization insertion and used
the formula (5.38) to express Hﬁfd(q) in terms of the function 7" (s). We
can rewrite this result more simply as
2
M = 5n4(s) [0(=p, o)1 u(p, 0)] [P, o)y v(~P, 0")] (s — ) -
(5.91)

This will be more convenient to calculate if we rewrite it in terms of a trace,

2
e a _ — v
M = ;Wh 4(s)Tr {v(—p, ") o(—p, o)V u(p, o)u(P, o)V} (8T — quas) -

(5.92)
Next, we average over the spin z-components, which yields
—  1é? N
M = 1?wha”d(s)Tlr {pv“py”} (8N — quav) 5 (5.93)

or, using our earlier result (5.80),

e? a v v v
;ﬂh (s) ((Pp)“p + (Pp)” p" —n" 2) (5T = quaw) - (5.94)

M =

Recalling now that (Pp)" p, = s/2 we obtain

62 s
—m(s) (—32 —2(p-q)(Pp-q) + q2) . (5.95)

M =
s 2

#Note that in order to conform to the Feynman rules of the Appendix A of [14] we had
to cancel the (27)*-factor in the vacuum polarization insertion with the (27)~* factor in
one of the propagators.
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However, since ¢ = s and (p-q) = (Pp - q) = s/2, we obtain the final result
M = —e?n"d(s) = —4ma n"ad(s). (5.96)

Note that this quantity is of the order e in the electromagnetic coupling,
because two orders of e are hidden inside 7"24(s).

In the center-of-mass frame the optical theorem can be expressed in the
form [14]

S{M (a — a)} = 2v/5|p| Ttotal (& — anything) , (5.97)

where p is the three-momentum of either of the two particles in the center-of-
mass frame. In our case, when the particle is massless, we have |p| = /s/2.
Applying this to (5.96) yields

—Aray {ﬁhad(s)} = 2\/5‘?05)2;? (e+e_ — hadrons) . (5.98)

The cross section on the right-hand side must correspond to the Born ap-
proximation, because it must be in the fourth order in e. There are only
hadrons in the final state, because the other final states correspond to con-
tributions to {7 (s)} where leptons and electroweak bosons are in the in-
termediate states. We can rewrite this as

Born ( 4+ _,— — had
& {ﬂ_had(s)} _ _%Utotal (6 €4ﬂa2 a TOHS)7 (599)
3s
or, even more simply,
%{HW%@}:—%R@% (5.100)

which is the formula (5.54) which we have used earlier in the section 5.2.

5.5 Spectral representation of the photon propa-
gator

In this section we are going to investigate some of the analytic properties of
the running fine structure constant «(s). In particular, we will provide an
argument for the statement that «(s) is real in the space-like region, and
derive the dispersion relation (5.56) for the function 7(¢?). Recall that the
quantities «(s), w(¢?) and the full propagator of the photon iA/, (¢) are all
related by the equation (5.42),

M — [€(a%) (1 = 7(q%)) + ()] i
(1 —7(q?)] [q? + ie] ’

A;j/y (Q) = -
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the identification 7(s) = Aa(s), and the equation (5.47),

(%

) = T Rals)

Our first goal is to show that the propagator A/, (q) is real for space-like
values of ¢q. In fact, this is just a special case of the Hermitian analyticity that
we mentioned earlier in Sec. 2.5, but compared to the more general properties
of Hermitian analyticity or generalized unitarity, the reality condition for
the propagator is easier to prove. Probably the most straightforward way
to address this issue is to use the Kdllén—Lehmann spectral representation
of the full propagator. This is a standard topic that is covered in most
textbooks of quantum field theory, and I will therefore attempt to be brief
in its presentation.

What we are really interested in is the photon propagator, or the two-
point function

i, (2,y) = (W0, T {A,(2) A, (y)} To). (5.101)

The study of this function is complicated by the fact that the field A,
does not transform as a four-vector under Lorentz transformations. For this
reason, it will be a little bit more convenient to consider instead the Green’s
function

(Wo, T{Jpu() S (y)} Wo) , (5.102)

where J,, is the electromagnetic current. Unlike the gauge field, the opera-
tor J, is Lorentz covariant. Furthermore, it is Hermitian and satisfies the
current conservation condition d,J# = 0. These properties will make our
work easier. Now, the gauge field A couples only to the current J, and
this means that the two Green’s functions (5.101) and (5.102) are closely
related. By considering them in perturbation theory one can see that the
relation between those two Green’s functions can be expressed in terms of
the equation (5.35),

0 () = 83(0) = [ B (0] ME5™ (0 =0) [ Dz (0)]
(180, (@)] (=i(Z3 = 1)) [0 = 14" [iBoy(@)]. (5.103)

5.5.1 A naive derivation of the spectral representation

In order to obtain the spectral representation for the two-point function
(5.102) we need first to consider instead the fixed-ordered vacuum expecta-
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tion value??
(W, JH(x)J"(0)¥y) . (5.104)

To obtain the spectral representation of this fixed-order matrix element we
start by inserting between the operators J*(x) and J(0) a sum over a
complete set of physical states {¥,,} of definite momenta,

PR, = phu,,. (5.105)

Then we can use the translation property (2.104) to write
(o, J*(z)J" (0)Tp) = Y e P (W, JH(0)y) (Vy, J¥(0) W)

=) e P (Wo, JH(0)Wy,) (T, JY(0)¥,)" . (5.106)

Note that the meaning of the sum “} " is fixed by the normalization con-
dition and Lorentz transformation properties of the set {¥,}. If we denote
by na the four-momentum and spin labels of the state that is obtained by
the Lorentz transformation A acting on the state ¥,,, then if the set {U,}
was constructed according to the convention that we are currently using for
asymptotic states — that is, following the covariant normalization — then
we have

UN)T, =T, . (5.107)

Accordingly, to keep the sum over intermediate states Lorentz invariant, the
sum must contain for each particle an integral with the Lorentz invariant

measure d3
/ L (5.108)

(2m)32¢/p2 + m?’
The factor (2)~3 is present only to conform to our current normalization

convention and will not concern us here.
An important step now is to express (5.106) in the form

(Wo, JH(2)J(0)W0) =
/d4p e PN "5 (p = pa) (Yo, JH(0) W) (Po, J¥(0)¥y)" . (5.109)

The point of rewriting it in this form is that the expression

36 (0 — pa) (Wo, JH0)W,,) (W, JV(0)W,,)*

25To discard the explicit dependence on the coordinate y we made use of the translation
property (2.104), which implies that

(Wo, J"(x)J" (y)Wo) = (o, J" (2 — y)J" (0)¥o),

and then renamed x — y to z.
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is a tensor function of p, which we will denote by J*”(p). It is not too
difficult to see that J*”(p) is indeed a tensor, or, in other words, that
T (Ap) = Ao A 5T (p). We have

T (Ap) = > 6" (Ap — pn) (W, J*(0) W) (¥o, JV(0) W)
= > 6" (Ap = Apn, 1 ) (Yo, UA) LI O)U (M), )

x (\IJO,U(A)‘lj”(O)U(A)\I!nA_I)*, (5.110)

where we expressed p,, as the result of the Lorentz transformation A acting
on the four-momentum corresponding to the state ny-1, and in a similar way
we wrote W,, = U(A)¥,,, ,. We also used the Lorentz invariance property
of the vacuum state, ¥y = U(A)¥y. Now, because J* is a vector operator,
it transform as

U(A)LTM(z)U(A) = A*,J7 (A ). (5.111)

Furthermore, under the covariant normalization the sum ), is Lorentz in-

variant, so we can just as well write it as the sum over ny-1. Altogether, we
find

T (Ap) =
3 st (Ap - ApnA_1> (\IJO, A#aJa(o)\Ian_l) (\110, AP (0)\1an_1)*
Ny—1
= MG 3 6 (p—pny ) (W0, IO, ) (R0, JP(0) T, )"

ny-1

= A AN 5T (p), (5.112)

where we also made use of the fact that the measure d*p is Lorentz invariant,
so that

5t (Ap = Apn, ) = 6" (p—pay 1) -
Now, if we apply the current conservation condition d,,J*(x) = 0 to (5.109),
we find that J*” must satisfy the condition

puJ" (p) = 0. (5.113)

But because J*¥ is a tensor that depends only on p, this condition implies
that it must be of the form

J"(p) = (p"p" = P*n™) F(p),

where F'(p) is some scalar function of p. F' can, therefore, depend only on
p? and for time-like values of p also on the sign of p°.26 In fact, F(p) must

26Note that we are considering now only transformation properties with respect to
restricted Lorentz transformations. In particular, when in (5.110) we expressed p, as
ApnA_1 we assumed that A does not reverse the direction of time.
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be proportional to 6(p°), because all the physical states in the sum

T™(p) =6 (p—pn) (To, J*(0)¥y) (Lo, J* (0)Uy)" (5.114)

have non-negative energy, pQ > 0. Hence, if p" < 0 then J**(p) should
vanish. We can therefore write

T (p) = (2;)3 (r'p" = P*n™) PO "), (5.115)

where we extracted the factor (27r)~3 for later convenience. Now, using the
definition (5.114) and the formula (5.115), we can immediately infer some
important properties of the spectral function p. First, the definition (5.114)
implies that any diagonal component of J*” must be real and non-negative.
The formula (5.115) then implies that p(p?) must also be real and non-
negative. The fact that p(p?) is real follows immediately from the fact
that all other factors in (5.115) are real. And if we consider any diagonal
component of the formula (5.115) a little bit more closely, we can also easily
notice that p cannot be negative. For instance, if we look at the component
00 of (5.115), the property p°p? — p?n% = (p°)2 — p? = p% > 0, together
with 7% > 0, implies that p(p?) > 0. And lastly, if for some p? there is no
physical state n such that p? = p?, then (5.114) implies that p(p?) = 0. In
particular, p(p?) = 0 for all p? < 0, since physical states carry only null or
time-like four-momenta.?”
If we now insert (5.115) back into (5.109), we obtain

v 1 —ipT v v

(To, J*(x)J"(0)To) = W,/d%e P (pp” = ") prP)0(°):
(5.116)

To proceed further we need to express p(p?) in (5.116) as

p(p°) = /OOO dp?s(p® — p?)p(p?)

and exchange the order of integration over d*p and du?. Two remarks are
at place here. First, note that in specifying in the above equation the inte-
gration of ;2 as starting at 0 and going to 400 we made use of our earlier
observation that p(u?) = 0 for u? < 0. Second, strictly speaking changing
the order of integration is not allowed here (see [9]). For this reason we will
later derive the reality property also by other methods. For now, however,
let us ignore this issue and interchange the order of integrals anyway. We

*TThis is the reason why the factor 8(p°) in the formula (5.115) does not ruin the Lorentz
covariance properties of J#(p). The sign of p° is generally not invariant under restricted
Lorentz transformations, but J*”(p) is non-zero only for p null or space-like, and for such
four-momenta the sign of p° indeed is invariant.
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obtain

(Wo, J*(2)J"(0)Wo)

_ 2 /2 4o o—i0T (p v 2 v 2 _ 2 0
/0 dpp(p )(%)3 /d pe (p P’ —p°n )5(19 1=)6(p”)

0 1 )
— 2 2\ (_auav uy 92 4, —ipx 22 0
/O d#P(M)( 9"0” +n 3)(%)3/61176 o(p” — p)0(p"),
(5.117)

where the derivatives are with respect to the coordinate . Thus, our final
result is

(W0, (2} 7 (O)W0) = [~ dutpl?) (<00 + 0" A (), (5.118)

where A(f) (z) stands for the familiar function

1 —ipx
AP (@) = @n ) /d4pe P (p* — 1*)0(p")
- / d’p e~ IVPTHIZ Hipx (5 119)
CSEN

The function Agf) (x), when multiplied by #(2") and combined with its space-
time inverted counterpart, yields the free propagator of the scalar field

() AW (2) + 0(—2) AW (—2) = iAW (). (5.120)
Here, AI(T“ ) is the Feynman propagator

d4q efiq:c
2m)4 q? — pu? +ie’

AP (z) = / ( (5.121)

We can carry out a completely analogous analysis also of the matrix
element

(P, JY(0)J*(x)Ty) . (5.122)
Instead of (5.109), we find

(W0, 7 (0) ()W) = [ o™ T (p), (5.123)

where 7" (p) is given by

T" (p) = D6 (p — pn) (T, J(0)Tg) (U, J*(0)T)* . (5.124)
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Just as before with J#¥ we can show that 7" is a tensor function of p, and
because of the current conservation condition and the positivity of energy
of physical states it must be of the form

7" =

(27103 (rp” = P 200 °). (5.125)

Now, from the formulas (5.115) and (5.125) we see that both J* and J"
are symmetric under the interchange of p and v. But that implies that the
right-hand sides of their definitions (5.114) and (5.124) are equal to each
other. For instance, after we exchange the indices in (5.124) we can use the
Hermiticity of the current J to obtain the right-hand side of (5.114). This
implies that J* = T V, and therefore?®

p(p*) = p(p?). (5.126)

If we now carry out the steps that led from (5.116) to (5.118), but starting
with (5.123), we obtain

(¥, 70T (@)¥0) = [~ dipl?) (<00 +0%) A (=a). (5.121)
We can combine the results (5.118) and (5.127) to obtain
(Wo, T {7 ()" (0)} Wo)
= [T aptu®) (<00 + 02 [p(a)AY (@) + 0(~a) AL ()]
— /0 T anto(?) (<010 + v 0?)inl) (@), (5.128)

This is the Kdllén—Lehmann spectral representation of the two-point func-
tion (5.102) that we were looking for,
(o, T{J*(x).J"(0)} ¥o) =

00 d4q i (ququ _ nuuq2) e—iqa:
dp? p(p? / . (512
/0 nep(p) @n)t @ — P+ (5.129)

We can now insert this result into the equation (5.35)

i8N, (0) = 18 (q) — (1A (@)] Mg **(a, —4) [iBasu(q)]
+ (1A (@)] (—i(Zs — 1) | @1 = ¢4 [1Anz0(0)]

28Even if J* was not Hermitian we would still be able to proceed, but we would need to
use the condition of local commutativity and the symmetry property Aiﬁ‘) (z) = A(f) (—z)
which holds if = is space-like.
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If we use the Feynman gauge for the propagator, we find

—n TN + q“fy 1
174 1€
ALV(q)ZQQ-:ie—F q> —l—Ze / d,u,,o — 2 @ — 2 +ic <Z3_1)}'

(5.130)
We are considering the full propagator A}, (¢) in the physical renormaliza-
tion scheme, which means that the gauge-invariant part of its residue at
¢®> = 0 must be the same as that of the free propagator. In other words,
when ¢ = 0 the expression in the square brackets must vanish, which al-
lows us to express the constant Z3 in terms of the spectral function p(u?).
Instead of (5.130), we can write

_77 v
A’ = K’
_ quqv 2
N + Prie /Oo 2 0,2 1 (k)
—_— d - —|—/ d . (5.131
q? + e 0 el )q2—,u2+ze 0 a u? ( )

Now, the only way this expression can yield a complex value is if either ¢? in
the denominator factor ¢ +ie or ¢> — u? in the denominator factor g% — i +ie
vanishes, because those are the only circumstances under which the “ie”-
terms matter, and everything else in that formula is real. But for ¢ space-like
we have ¢ < 0, which means that none of the denominators vanishes and
the “ie”-terms play no role. Hence, the value of (5.131) is manifestly real for
space-like values of g. This, together with the formula (5.42), implies that
in the space-like region 7(¢?) = Aa(q?) is real.

This might be a good place to take a step back and compare more closely
our result (5.131) to the expression (5.42) for the full photon propagator that
we found earlier. In (5.131) we used the Feynman gauge, which means that
in (5.42) the function £(¢?) is identically zero, and that formula therefore
reads

e T (5.132)
[1—m(q?)] [¢* +i€] '

Comparing the coefficients of 7, we find

Al (q) =

1 o0 1 1
— =1+ dp®p(p? [ + } 1
1 @) /0 wp(p”) 2 T 5 (5.133)

or
2 0,2 1 1
o Jo dwte(p?) [qz_MZHE + ﬂ
m(q") = e . - (5.134)
L+ o~ du?p(p )[erF}
Thus we can also see that the factor m(¢?)/(1 — 7(¢?)) that stands in front

of the q,q,/[q* + i€]* in (5.132) is the same as the corresponding factor

JoC dp?p(p?) {m + ﬁ} in (5.131), indicating that our manipulations




212 CHAPTER 5. THE FINE STRUCTURE CONSTANT

have been internally consistent. However, one should be cautious when
making judgments regarding the properties of A}, (g) or 7(q?) from the re-
sults (5.131)—(5.134), because we derived those results using mathematically
unsound arguments. For this reason we will now present another argument
that 7(q?) is real in the space-like region.

5.5.2 Derivation of the spectral representation by dispersion-
theoretical methods

The argument that we are going to present now relies on standard dispersion
theoretical methods, and the approach presented here more or less follows
the treatment of a different problem presented in [9], although I attempt to
discuss some details that seem to be often ignored in the literature. We will
be interested in the analytic properties of the Green’s function Mg, **(q, —q).
To avoid any confusion, let us recall that in (5.33) we defined this function
as

(2m)*6* (1 + g2) My (a1, q2)

— / ) d s 112 (W T { T4 (21) (22)} Wo) . (5.135)

The translation invariance of the matrix element on the right-hand side
implies that

/ a1 d s €182 Uy, T { T (21)J” (w2) } Vo)
- / Ay d'ay 0122 i@ 0T (G T {J#(2) — w0)J”(0)} o)
- / Ay dhr Tt a)T (G T {J4(2).J7(0)} U)

= (2)"" (g1 + @) [ d' e (B0, T (" (2)J7(0)} o).
That is, instead of (5.135) we can use the simpler definition

My (¢, —q) = /d“xem (To, T {J*(x)J"(0)} Wy). (5.136)
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Let us start by showing that the quantity M}y (¢, —¢q) is a tensor function
of ¢.22 We have

MG (g, ~Aq) = [ d'a e 07 (00, T {74().7(0)} W)
= / diz eiha)e <\I/0,0(x0) [U@) @)U )~ [Ua) g 0)u )]
+0(=2") [U(W)J ()T (8) ] [U(A) (@)U (A) ] \11()), (5.137)

where we have used the Lorentz invariance of the vacuum to suitably in-
sert the operators U(A), U(A)™!. The point of these steps is that we
want to express the right-hand side as an integral over A~ 2, and we have
UM JH(z)U(A)™F = A JYA ) and U(A)JY(2)U(A)~L = AY5JP(0).
We would also like to write 6 ((A‘lm)o) and 0 (— (A‘lx)o) instead of 6(z°)
and 6(—2"), but that requires some discussion, because the sign of z¥ is
not Lorentz invariant. However, a restricted Lorentz transformation A can
change the sign of 2¥ only if x is space-like, and for such values of x the
order of J¥(x) and J¥(0) is immaterial, because of the property of local
commutativity. For that reason we are indeed allowed to change 6(z°) and

0(—2°) to 0 ((A‘lx)(]) and 6 (— (A_I:c)O) in (5.137). After we apply these
steps in (5.137) we find

MY (A, —Aq) = / ity ei(ha)e <\yo, 0 ((A‘lx)o) AL T4 (A 2)AY 577 (0)
16 (— (Alx)°> AV 5P (O)A“aJO‘(Ala:)\II())
= AN / d* (A7) e(r ) (%, 0 ((A‘1m>0> J(A2). T8 (0)
10 (— (A‘lm)()) Jﬂ(O)J“(A_Ix)\I/()), (5.138)

where we used the Lorentz invariance of the measure d*z and the property
Aq -z =q-A"'z. But this means that

MY (Mg, —Aq) = A"o A s M5 (g, —q)- (5.139)

The gauge invariance property (5.34) then implies that M (¢, —¢) is of the
form

M3 (2, -q) = (¢"a” — n"a®) M(q), (5.140)

where M is a scalar function of ¢. Thus, it can depend on ¢2 and in principle
also on the sign of ¢°. However, unlike the functions J** and 7" that we

29Recall that when we speak about quantities being “tensors” we presently consider
their transformation properties only with respect to restricted Lorentz transformations.
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encountered earlier, the function M is symmetric under the inversion of q.
We have

Ml (~q.q) = [ d'a e =0 (Do, T {7(2).7"(0)} Wo)
— / ' DT (Uo, T {J#(0)T" (—2)} Ug), (5.141)
because of the translation invariance of the Green’s function
(Wo, T{J*().J"(0)} Wo) -

If we now substitute z — —2z and use the property d*z = d*(—z), we obtain

MY (~0.0) = [ d'(=a) /0 (00, T {7 (2)74(0)} Wo)
- / Y &7 (o, T {J¥ () J"(0)} Wo) = MY (g, —q). (5.142)

If we combine this result with the formula (5.140) we find that M(—q) =
M (q). Thus, M(q) depends only on ¢ and not on the sign of ¢°, and instead
of (5.140) we can write

MGy (0, —q) = (¢"a” — 0" a*) M(q?). (5.143)

To gain insight into analytic properties of M}y (¢, —q) we will use the
method which we have briefly described at the end of Sec. 2.1. We can
rewrite the time-ordered product T {J#(z)J"(0)} in two different ways, ei-
ther as

T {J"(2)J"(0)} = J*(x)J"(0) — O(=a) [J*(x), J*(0)], (5.144)
T {J4(2)J*(0)} = J¥(0)J*(z) + 0(z°) [J*(x), J*(0)]. (5.145)

The point of this is that because of the condition of local commutativity
(also known as microscopic causality) the commutator terms vanish for x
space-like. This, combined with the step function factors that appear in
front of those commutators, restricts the support of those terms to values of
x that are either in the causal future or the causal past of the point x = 0.
More specifically, the support of the term 6(—x°) [J#(z), J¥(0)] is restricted
to past-pointing null or time-like vectors z, or, in the notation of Sec. 2.3,
it is restricted to V_. The support of 6(x°) [J#(x), J¥(0)] is restricted to
future-pointing null or time-like values of z, that is, to € V. The results
that we discussed in Sec. 2.3 then imply that the Laplace transform

/ a0 (W, ~0(~a%) [J*(x), J* (0)] ¥o) (5.146)
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is analytic for all ¢ in the tube I'_, that is, for those four-vectors ¢ that
have arbitrary real components but whose imaginary part is inside the past
light-cone. In other words, it is analytic on the set of four-vectors ¢ of the
form g = k + il, where k and [ are real four-vectors, with k being otherwise
arbitrary and [ satisfying the conditions (> > 0 and I° < 0. We also saw that
such a Laplace transform is bounded by a polynomial for large values of ¢.
Similarly, the support of (%) [J*(x), J¥(0)] is restricted to x € V., which
implies that the Laplace transform

/ d*z el” (\110, 0(z°) [J*(z), J*(0)] \po) (5.147)

is analytic in the tube I'; and polynomially bounded for large q.
Now, we already know that M[j is of the form (5.143),

M (a,-q) = (a"¢" — 0" q*) M(?),
and if we use the decomposition (5.144), we find that
(q“q” - n‘“’qQ) M(q®) = My (¢, —q) =
/d%: "1 (Wo, T {JH(x)J"(0)} Ug) = /d%« "1 (W, JH(x)J" (0)Tg)
+ / a6 (Wo, ~0(—2°) [J#(x). I (0)] Wy . (5.148)

We have already encountered the matrix element that appears in the first
term of the rightmost expression: it can be expressed in terms of the for-
mula (5.116),

1 —ipx v v
(To, J"().J"(0)Wo) = 73/d4pe (o = p*0™) p(?)0 ().
(27)
We can thus easily evaluate the integral,
/d4w ' (W, J*(2)J" (0)Wo) = 27 (¢"¢” — ¢*n™) p(a*)0(d").  (5.149)

Now, when we insert (5.149) into (5.148) we find that the commutator term
must be of the form

/ d et (W, ~0(~a%) [J*(x), J* (0)) Wo)
= (q“q” - n“”qz) M_(¢* sgn(q”)), (5.150)

where M_ depends both on ¢? and the sign of ¢°.
Similarly, our earlier results (5.123) and (5.125) show that

(Wo, J(0)J"(z) W) =

(271r)3 [atpe (e = o) 562)06°). (5151
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Using the Hermiticity of the current J, combined with the symmetry of
the above expression under the interchange of p and v, we also found that

p(p?) = p(p?). This implies
[t (o, 70074 @) 00) = 27 (a0 — ) aDO"). (5152)

If we combine this with the variant of (5.148) that we obtain if we use (5.145)
instead of (5.144),

(¢"a” = n™q*) M(¢®) = M{g (¢, —q) = /d4w ¢ (o, J¥(0)J" (x) o)
+ / d' e (D0, 0(a%) [T (@), J/(0)] o), (5.153)
we find that
/ d' e (Wo,0(2°) [ 17 (x), J*(0)] Wo)

= (q”q” - n“”q2) M (q%,sgn(q”)). (5.154)

Let us now take a step back so that we do not get confused. Just a moment
ago we claimed that the left-hand sides of (5.150) and (5.154) are analytic
functions of ¢ in I'_ and 'y, respectively. But on the right-hand sides of
those equations there appear factors that depend on the sign of ¢°, which
clearly is not analytic in ¢q. This is because the equations (5.150) and (5.154)
are valid only for real four-vectors ¢, because to derive them we used (5.149)
and (5.152), which are valid only for real q. The tubes I'_ and T'y do
not contain the real hyperplane of ¢, and the equations (5.150) and (5.154)
represent only the boundary values of functions analytic in the regions I'_
and I'y, respectively.

Now, the question arises, what do the equations (5.150) and (5.154) tell
us about the form of [d'ze'® (¥y, —0(—2°) [J#(z), J(0)] o) in T'_, re-
spectively the form of [ d*ze™® (Ug, §(x°) [J#(z), JV(0)] ¥o) in ['+? Let us
focus first on the case of [dzei® (Vg —0(—20) [J#(z), J¥(0)] ¥g). Con-
sider some closed connected region R of the real hyperplane of ¢ on which
none of the components of (¢#¢” — n””q2) vanishes and which does not inter-
sect the hyperplane ¢° = 0. Since ¢ are real, we can use the formula (5.150)
but since sgn(q’) has the same value on the whole region R, the function
M_(q?,sgn(q°)) depends only on ¢? there. Let us denote it by M_(¢?). On
this region, (¢“q” —n""q?) M_(q?) is the boundary value of a function ana-
lytic in the tube I'_, which we temporarily denote by F#¥(q). But the region
R is closed and (g*q” — n“”qz) does not vanish on it, which means that there
exists some open neighborhood (in the complex space of ¢) A of R on which
(¢*q” — n**q?) does not vanish. Hence, the function F**(q)/ (¢"¢* — " q*)
is analytic on the open set T_ N A and M_(q?) is its boundary value. (Al-
though it might not be a function and exist only as a tempered distribution.)
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But that means that the function F**(q)/ (¢"q” — n**¢*), defined on T_NN,
is an analytic function only of ¢. Thus, on I'_ N A the function F*¥(q) is
of the form

/ dh et (W, ~0(~a%) [J*(x), J* (0)] o)
= (¢"¢" = n™q*) M_(¢%), (5.155)

where M_(q?) is an analytic function on I'_ N A. But since the left-hand
side is an analytic function on the whole tube I'_, it must be possible to
continue M_(g?) onto the whole tube and the formula (5.155) holds on the
whole of I'_. Using the same argument, we can show that

[ dtee (0,06 [74(@), 7 (0)) W) = (0" — " ¢*) M (%) (5.150)

is valid on the whole tube I'y and M, (¢?) is an analytic function there.

Now, the equations (5.150) and (5.154) show that when ¢ approaches a
time-like or null point® on the real hyperplane then the functions M (q?)
have different limits in the half-space ¢° > 0 than in the half-space ¢° < 0.
This implies that My (¢?) are not analytic on the whole plane of ¢?, and
have a branch cut there. As defined here, the branch cut goes along the real
semi-axis ¢> > 0 and My (q?) have different values depending on whether
they approach the branch cut from above or from below.

Now that we have established that the tensor functions which we are

studying are all of the form
( Hg” —n ”q2> “a scalar function of ¢* and sgn(q°)”,

we can simplify the analysis by focusing only on a particular one-dimensional
subset of the tubes I'y and I'_. We choose an arbitrary future time-like
vector [, I > 0, that is normalized to satisfy I> = 1, and restrict our
attention to four-momenta ¢ of the form wl, where w is a complex number.
If S{w} >0 then ¢ € 'y and if S{w} < 0 then ¢ € I'_. That is,

F(w / 0 e (g, —0(—a0) [J4(x), J7(0)] W) (5.157)

considered now as a function of w is analytic and bounded by a polynomial
in the lower half-plane of w and

FH (w / d'z e (0o, 0(°) [J¥(x), J"(0)] Vo) (5.158)

39We can see that this dependence on sgn(q ) exists only for causal four-vectors g by
considering the Lorentz transformation properties of M} (¢, —¢) and the other quantities
that appear after we use the decomposition (5.144) or the decomposition (5.145). Because
all those quantities transform as tensors under restricted Lorentz transformations, there
can be no dependence on sgn(q®) when q is space-like. Below, we will see that this is
correct also by another consideration.
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is analytic and polynomially bounded in the upper half-plane of w. Using
now the equations (5.155) and (5.156) we can write

F'™ (W) = (1M — p"")w? M_(w?), (5.159)
if w is in the lower half-plane, and
Fi(w) = (1"1” — " )w? My (w?), (5.160)

if w is in the upper half-plane. Accordingly, the functions M_(w?) and
M (w?) are analytic on the whole w2-plane except for the real positive axis,
w? > 0. They are also bounded by a polynomial. In fact, it turns out
that we can provide a full characterization of the function M{; (¢, —q) by
considerations of either one of the functions M_(w?) and M (w?). To make
the presentation more simple, let us now pick one of those two functions,
say M (w?), and focus our attention only on it. If we instead used M_ (w?)
the treatment would be completely analogous.

Before we continue I would like to briefly discuss one point that can be
somewhat confusing.3! In the following discussion we are going to study the
function M, , and we will be particularly interested in its values at real w?.
According to the equation (5.160), the function M, (w?) is defined only when
w is in the upper half-plane. But that means that on the definition domain
of M| (w?), w? can never attain a positive real value. Clearly, to speak about
the value of My for w? > 0 we need to consider some suitable limit, which
corresponds to ¢ = wl approaching the real hyperplane. However, unlike
positive real values, negative real values of w? can be attained inside the
definition domain of M, (w?). Let us focus our present discussion on this
case. To obtain a negative real value of w? in the upper half-plane of w, w
must be purely imaginary. This corresponds to a four-vector ¢ = +i|wl|l,
which is deep inside the tube I'y, far off the real hyperplane. Ultimately,
however, we are interested in real four-momenta: that is, in the boundary
value of M, as given in the equation (5.154). How do we know that for a
real ¢, with ¢? < 0, these values are the same as those for purely imaginary
w, far off the real axis? The answer consists of two components, both of
which we have already used, at least implicitly, earlier. First, in Sec. 2.3 we
discussed Theorem 5 which says that if we approach from inside the tube
I'; the real hyperplane of ¢ then the corresponding limit of M (¢?) is the
value M (¢%,sgn(q°)) defined by the equation (5.150). Second, inside I'y the
function M, (¢?) is analytic and depends only on ¢2. Thus, as we approach a
space-like real ¢, the function M (¢?) must approach the same value which it
attains at the imaginary four-vector ¢ = +i|w|l. A similar argument applies
for a real ¢ with ¢? > 0, except that there is no corresponding w at which
M (w?) attains that value, and we have two different limits, depending on
the direction from which we approach the positive real axis of ¢>.

31T apologize for repeating some of the arguments mentioned earlier.
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Figure 5.12: The integration contour that can be used to obtain the dispersion
relation (5.161) for the function My (w?). The integration contour consists
of four parts. First, a straight line segment that goes right above the real
axis, starts at w2 = —§ +ie and ends at w2 = +R+ie. (Here d, ¢, and R are
all real positive numbers, 0 < €,d << R.) Second, a large circle of radius
R that starts at w'?> = +R + ie and takes a counterclockwise circular path
to w”? = +R — ie. Third, a straight line segment just below the real axis,
from w’? = +R — i€ to w? = —§ — ie. Fourth, a small semicircle of radius e
that starts at w'? = —§ —ie and goes clockwise to w2 = —§ +ie. (Of course,
0 and € must be chosen small enough, and R large enough, for the point
w'? = w? to be located inside the contour of integration.) We then increase
the radius R to infinity, R — +o00, at which limit the integral over the
large circle vanishes. (Assuming that we made appropriate subtractions.)
To obtain (5.161) we then consider the limit of €,6 — 0.
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As we have seen, M, (w?) is analytic in the whole plane of w? except
for the positive real axis, w? > 0. We also know that M, (w?) is bounded
by a polynomial for large values of |w?|, which means that can formulate
for it a dispersion relation. To keep the discussion as simple as possible,
let us assume for now that M, — 0 as |w?| — oo. We will return to the
general case later. Let us choose a value of w? such that w? ¢ [0, +o0) and
integrate M (w'?)/(w"? —w?), as a function of w2, over the contour depicted
in Fig. 5.12. As one can see in the figure, the contour start at w'? = —§ + ie,
where § and € are very small positive real numbers, continues along a straight
line just above the real axis to w2 = +R+ie, where R >> §, ¢ > 0, then takes
nearly a full circle of radius R in the counterclockwise direction to the point

2 = + R — ie, after which it goes along a straight line just below the real
axis to the point w'?> = —§ — ie, and finally it closes with a small semicircle
of radius € going clockwise to w2 = —§ +1ie. We then stretch the large circle
to infinity. In this limit the integral over this large circle vanishes. We also
take the limit of ¢ — 0F. The integral over the small semicircle vanishes,
because there is no singularity at w? = —§, and the part of the integral over
the straight line segments becomes the integral of the discontinuity along
the interval [—d, +00). Now, on the interval [—d,0) the discontinuity is zero,
but we formally retain this limit to make sure that any possible singularity
at w'? = 0 is included. In this formulation this happens through the integral
of the discontinuity, which might not be a regular function. Altogether, we

obtain the dispersion relation??
My (&% + ie) — M (€ — de)
M) = i /d2+ : 5.161
+@?) 2 530+ $ &2 — w? ( )

Now, even though M., itself is defined only for w? that are not on the
positive real semi-axis, the limits of M (£2 +i€) and M (€2 —ie) for € — 0
do exist. Since the function M, (w?) corresponds to values of w that are in
the upper half-plane, if w? = &2 + ie approaches the positive real axis this
corresponds to the limit w = +|&| + ie. That is, w approaches the positive
real semi-axis, and the corresponding limit of M is therefore the boundary
value M, (w?, +1) defined in (5.154). If, on the other hand, w? = &2 — ie
approaches the positive real axis from below, then this corresponds to the
limit w = —|¢| + te. That is, w approaches the negative real semi-axis and
the corresponding limit of M is the boundary value M, (w?, —1). In order

32 Alternatively, we could also consider the function F**(w) defined by

o JFE (W) if S{w} >0,
Frw) = {]—'z”(w) if S{w) < 0.

This function is analytic in whole plane of w except for the real axis. We could then
consider the integration contour depicted in Fig. 5.13 to obtain a dispersion relation di-
rectly for F*¥(w). The discontinuity across the real axis is given by the equations (5.148),
(5.153), (5.149), and (5.152).
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to calculate the discontinuity M, (€2 +ie) — M (€2 — i€) across the positive
real semi-axis, we therefore need to evaluate M, (£2,+1) — M, (€2, —1). For
this purpose, we can use the equation (5.153),

(0" = w"a*) M(a*) = M (4, )
= /d4$ e (W, ¥ (0)J"(2)Wo) + (q"a” — 0" q*) My(¢ sen(q?)),

where we put ¢ = £[¢|l. Now, the left-hand side of this equation does not
change under the inversion of its argument, ¢ — —¢q. This implies that

& (1 — ") [ M (€2, sn(8) = +1) — My (€%, sgn(§) = —1)]
= /d% DT (@ Y (0) ()W)
— / dt HIEDT (W v (0)JH(2)Wg) . (5.162)
Using now the result (5.152),
[ dteem (w0, 7(0) 7" 2)80) = 27 (a0 — *n™) pla0(~")
we see that this discontinuity equals
M (€2, sgn(€) = +1) — M (€%, sgn(¢) = —1)

= 2mp(€?) |0 (~4°) ‘ ~0(=¢") ‘

The dispersion relation (5.161) can therefore be written also as

] = 271p(€%). (5.163)

q=—[¢|l q=—+|¢|l

- o0 &2
M (&%) = ~i lim [ de’ 55 (_ 3)2. (5.164)

This dispersion relation can be used to calculate the value of M, (¢?) for
any four-vector g. The only remaining ambiguity is that to calculate the
value for a real time-like ¢, we can approach the cut on the positive real
axis from two directions, leading to two different results.

Now we are ready to formulate our result for the quantity My, (¢, —q).
As we saw earlier, when we use the decomposition (5.145) to rewrite the
time-ordered product that appears in M{; (¢, —q), then for a real four-vector
g we obtain the formula (5.153). Using then equations (5.152) and (5.154),
we can write that formula in the form

MGy (0, —q) = (0"a” =0 a®) M(@®) = 27 (a"¢" — *n™) p(a*)(—q")

+ (a"¢" —n"q®) M (¢, sgn(a”)), (5.165)
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where M, (¢%,sgn(q")) is the appropriate boundary value of M, (¢?). As
we have already discussed, for real space-like values of ¢ < 0 this means
that M (q?,sgn(q")) is directly the function M, (¢?) given by the dispersion
relation (5.164), and does not depend on the sign of ¢°. Note that this is
consistent with the equation (5.165). There the quantity M{y (¢, —q) that
figures on the left-hand side is invariant under the interchange ¢ — —¢q and
thus cannot depend on the sign of ¢°. But for ¢ space-like the first term
on the right-hand side, 27 (¢"q” — ¢*n™) p(¢*)0(—q°), vanishes, because for
q®> < 0 we have p(¢?) = 0. The equation (5.165) therefore implies that
in the space-like region the second term must not depend on the sign of
q°. For a real time-like ¢> > 0, on the other hand, the matter is slightly
more complicated. The left-hand side of (5.165) does not depend on the
sign of ¢°, but both terms on the right hand side do. When we approach
the branch cut of the function M, (¢?) from above, that limit corresponds
to the positive value of ¢° = &°. The first term on the right-hand side
then vanishes, because in that limit #(—¢") = 0. If, on the other hand,
we approach the branch cut of M, (¢?) from below, then the first term on
the right-hand side yields the value 27 (¢*g” — ¢*n*) p(¢q?). This is exactly
what is needed to cancel the discontinuity across the branch cut of M, (¢?),
which by the methods that we introduced in Sec. 2.5 can be calculated from
the dispersion relation (5.164) as

p(€%)
52 _ q2

M, (¢ + i€) — My (q* — ie) = —i (27i) Res < €2 = q2> = 27p(q%).

In other words, we have

(¢"a” — 0" q*) My (g +ie)
=21 (q"¢" — *n™) p(¢®) + (¢"a" — 1"q*) My (g* — i),

which shows that the left-hand side of (5.165) is indeed invariant under the
inversion of its argument, just as it had to be. Of course, this is not surpris-
ing, because the dispersion relation (5.164) has been formulated explicitly
to yield the discontinuity which ensures this property.

To summarize, we found that if we approach the branch cut of M, (¢?)
from above, we obtain the quantity which after supplying the factor

¢'q" — "
corresponds directly to M}y’ (¢, —¢). Thus, instead of (5.165), we can simply
write
Mg (a,~q) = (¢"9" = 0" a%) My (q* + ie). (5.166)
Note that although this equation has been derived only for real four-vectors
g, the right-hand side is an analytic function of ¢ for all values of ¢%, except
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for the possible presence of singularities along the positive real axis ¢? > 0.33
If we substitute into (5.166) our dispersion relation (5.164), we obtain

My (a,~q) = (¢"¢" = ") 51351 " dp Qq Z_pﬂQ )+ = (5.167)
where we renamed the variable £2 to u? and extracted a factor of —1 from
the denominator in order to obtain the form identical to our earlier re-
sult (5.129). We could now repeat our earlier discussion, which followed the
result (5.129), to show that the full photon propagator, as well as a(s), are
real in the space-like region.

The argument that we just presented constitutes a mathematically rigor-
ous proof of the reality of the full propagator in the space-like region. How-
ever, there is a problem with it: we assumed that M, (¢?) — 0 as |¢?| — oo,
so that we could formulate an unsubtracted dispersion relation for M (¢?).
But the only thing that we really know is that M, (¢?) is bounded by a poly-
nomial, so in general we must account for the possibility that subtractions
are necessary. As we discussed in the first part of this thesis, and as we
will illustrate on a simple example below, when we formulate a subtracted
dispersion relation the final formula depends on a number of undetermined
subtraction constants, and it is not obvious that those subtraction constants
do not ruin the reality property of the propagator. (These subtraction con-
stants are not determined by the analytic properties that are used in the
formulation of dispersions relations, such as the extent of the region of ana-
lyticity or asymptotic properties of the function. It is of course possible that
they might be determined or at least constrained by some other means.) As
we will now show, the truth is that the reality property of the propagator
is completely independent of the presence of possible subtractions. In the
above proof for the unsubtracted case we actually failed to explicitly notice
the reason why the propagator must be real in the space-like region. Let us
now set this issue right. First, notice that nowhere in the derivation of the
formula (5.166),

Mgy (¢, —q) = ( n””qQ) M, (¢ + ie), (5.168)

did we use any asymptotic properties of M (¢?). This formula therefore
holds generally, and it implies that we can determine the reality property

33Nothing that has been said so far does really determine where exactly the branch
cut starts. We do not really know where and how many branch points are there, except
that our earlier discussion suggests that there should be a branch point for each normal
threshold. In any case, the answer to this question should be fully determined by the
exact form of the function p(q?). If we start at a space-like value of ¢* < 0 and gradually
move along the real axis to larger values of ¢?, the lowest branch point should be at the
point where p(qz) ceases to be zero. In the full standard model, which contains massless
particles in physical states, this should happen already at ¢ = 0. On the other hand, if
we calculate the quantity M§ (¢, —¢) in a theory that contains only the strong force, then
the lowest branch point should be at the two-pion threshold.
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of the propagator by investigating the function M, (¢?). From our earlier
discussion that followed (5.129) we know that in order for the propagator
to satisfy the reality condition, the same condition must be satisfied by
the function —iM, (¢?).3* That means that we need M, (¢?) to satisfy the
relation

—iMy(2%) = [—iMy(2)]". (5.169)
Also notice that our earlier description of the analytic structure of M, (¢?)
does still apply, even if M (¢?) does not vanish for |¢?| — oco. In particular,
it remains true that My (g?) is analytic in the whole complex plane of ¢?
except for the positive semi-axis ¢ € [0, 00), where its discontinuity is de-
termined by the spectral function p(g?). Consider now the equation (5.154),
which holds for real four-momenta ¢, and which has been derived indepen-
dently of any assumptions about the asymptotic properties of M (¢?) for
large arguments. The equation reads

/ d'e e (Wo,0(2°) [7%(x), J*(0)] Wo)

= (ququ - U“Vq2) M, (¢?,sgn(q°)). (5.170)

Recall that M, (g%, +1) corresponds to the limit when we approach the real
axis from above, and M (¢, —1) corresponds to the limit when we approach
the real axis from below. When ¢ < 0, both those limits are the same, and
My (g%, sgn(q®)) does not depend on the sign of ¢°. Now, it is easy to see
that this equation implies the desired property (5.169) of M (¢?). When we
complex conjugate the equation (5.170), we obtain

(a"g" =" M (q?,sen(q”))"
_ / dh e (Do, 0(2) [#(x), 7 (0)] Wo)
_ / a7 (0(a0) [ (x), J7(0)] Wo, W)
= / d'z 0 (W, 0(°) [1¥(0), J ()] To)
= — (¢"¢" =" ¢*) Ma(a®, —sgn(q”)). (5.171)

From this we see that M, (¢?) satisfies the property

M (q°, —sgn(q”)) = =M (g% sgn(¢”))". (5.172)

The function —iMy(g?) therefore satisfies (5.169), from which follows the
reality property of the photon propagator. In fact, since for ¢> < 0 the
function M, (¢%,sgn(q")) does not depend on sgn(q"), we can see right away
that in the space-like region —iM (¢*) must be real.

34This follows directly from the equation (5.35). We are also going to see an example
of this property explicitly at the end of the present section.
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Figure 5.13: The integration contour that could be employed instead of the
one depicted in Fig. 5.12 if we wanted to formulate a dispersion relation
directly for the function F*¥(w) that is defined as F}”(w) in the upper half-
plane of w and as F*(w) in the lower half-plane of w.

There are still two remaining issues that we ought to discuss before we
close this topic. The first one is the derivation of subtracted variants of the
dispersion relation (5.161). As we have already mentioned, since we only
know that M (w?) is bounded by a polynomial, we might need to consider a
dispersion relation with one or more subtractions.?® This possibility makes
the treatment somewhat more complicated, but it does not stop us from
formulating a dispersion relation of some kind. We know that there exists
an integer N > 0, such that if P(w?) is a polynomial of the N-th degree
then M, (w?)/P(w?) — 0 when |w?| — co. We can therefore formulate
the dispersion relation for M (w?)/P(w?) instead of M, (w?) and proceed
otherwise in exactly the same way as we did before. The only difference is
that when we integrate

My (w)
P(w/2)(w/2 _ w2)

(5.173)

over the contour depicted in Fig. 5.12, we obtain an additional residue for
each zero of P(w') that lies inside of the contour of integration.

For illustration, let us consider the simple case of special interest, when
P(w?) = w?. Now, since the zero of P(w) is outside of the contour of
integration, namely at w'? = 0, we could just directly write down a dispersion
relation similar to (5.164). Note, however, that M (w?)/P(w'?) contains a
pole factor at w? = 0, which means that the discontinuity will not be a
regular function there. It is not completely straightforward to investigate

35This suggests that our earlier derivation of the Killén-Lehmann representation may
indeed be flawed, since no subtractions appear in the equation (5.129).
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the effect of this new pole directly, because there can be various singularities
on the positive real axis and we also expect there to be a branch cut. But
there is a trick that allows us to avoid all these issues and remain in the
realm of an elementary complex analysis. Instead of w? we consider the
polynomial P(w?) = w”? + «, where « is a small and positive real number.
That is, we move the zero of P slightly to the left of the point w'? = 0. If
we choose o > § then the zero is inside of the contour of integration, and
we can evaluate its contribution by the application of the basic version of
the residue theorem. Afterwards, we want to take the limit o — 07, while
maintaining the relation a > ¢ > 0.

Let us follow this approach a little bit further. We fix a small real «,
satisfying o > 6§ > 0. According to our assumption, M4 (w?)/ (w? +a) — 0
when |w?| — oo, so if we integrate (5.173), with P(w?) = w2 + a, over the
contour in Fig. 5.12 and send R — oo, we obtain

. /°° dg? 2mp(&?) M (w?)
lim —— =2mi———2
5—0t J5 2+ a&? —w? w? +

1 M 12
+w 2);w’2 = —a) . (5.174)

+ 271 Res <w’2 ol —w

Now, at the space-like w? = —a the function M (w?) is analytic, which
means that the residue on the right-hand side is simply M (—a)/ (—a — w?).
Thus, if we maintain o > 6 > 0 and take the limit & — 0T, we obtain the
result that can be written as

. o [ dE? p(&?)
5 2
My (w?) — a%l+ My(—a) = —iw 51_%1 s 22—

(5.175)

Or, if we assume some regularity properties of M, (w?) that we have not
really demonstrated, we may write this equation more simply as

o [ dE p(€?)

M+(UJ2) — M+(0) = —iw 0 ?{2 — w2 .

(5.176)

We can now obtain an equation for M}y (¢, —¢) analogous to (5.167), but
for once-subtracted dispersion relation (5.175),

Mg (q,—q) = i (¢"a" — " ¢*)

< du?  p(u?) ,
2
— ————— — M (0)] . (5.177
X|f]/g MQ q2—/$2+i€ ? +() ( )

If we now use this result in the equation (5.35) for the full propagator,
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just as we did in (5.130), we obtain

ququ
A (q) = /T v + q21+i6
v q? +ie q? +ie

2/°°du2 p(p?)
0o H?q*—p?+ie

— M (0) — (Z5 —1)|. (5.178)

Now, again, since we are considering the full propagator A, (¢) in the physi-
cal renormalization scheme, the gauge-invariant part of the residue at ¢> = 0
must be the same as that of the free propagator. From this point of view
the subtraction constant My (0) is related to the renormalization scheme.
Note, however, that it is very important that we have already demonstrated
above that the constant —iM (0) is real.?0 For ¢> = 0 the expression in the
square brackets must vanish, so we obtain a single condition for the value of
the constant —iM, (0) — (Z3 — 1). In fact, since for ¢ = 0 we should have

_ArJ =0,
p? % — p? +ie

q?=0

lqz /0"0 dp*  p(p?)

in the physical renormalization scheme we put
Z3 =1—1iM;(0). (5.179)

This leads to

N Quav ] [ p(p?)
Al (q) = 2 {_ # } / L 5.180
() Fric | T vl WP 1 (5.180)

This brings us to the second issue, which is the derivation of the dis-
persion relation for the one-particle-irreducible function 7(¢?). By the same
method that we used below the equation (5.130), we see that

(5.181)

1 _qu/“dﬁ p(1?)
1 —m(q?) e e

which means that the function m(¢?) should possess the same analytic and
reality properties as does the function M, (¢%). That means that we can use
the same contour of integration as we did in the derivation of (5.175). Now,
the perturbation theory suggests that we need to use once-subtracted dis-
persion relations, in order to suppress large logarithms. Thus, the dispersion
relation must be of the form (5.175), except that instead of 2wp(u?) we use

36Recall that M, (0) represents lim+ M, (—a) combined with the assumption that
a—0

M. (¢®) is continuous at ¢> = 0. What we know is that for a > 0 the function —i My (—a)
is real, and this is very important, for otherwise we would not be able to achieve a physical
renormalization of the propagator using a real renormalization constant Zs.
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the more general form 2iS {m(u? + i€)} for the discontinuity, and that we
can use the physical renormalization condition 7(0) = 0. Thus, we obtain
the dispersion relation

oy _ @ [ dp® S{m(p® + i)}
mJo  p? p?—q? e

If we specialize to the theory of strong force only, we obtain the dispersion

relation (5.56), that we have employed earlier in Sec. 5.2.

5.6 Utilizing the U&A model

In the remaining part of this section I will introduce some of the results that
I have obtained in collaboration with my colleagues, and which we plan to
publish in the article [65]. This work was originally inspired by the recent
paper of Stamen et al. [66], in which the authors constructed models of
electromagnetic form factors of charged and neutral kaons and used them
to calculate several quantities of interest. These quantities were the corre-
sponding charge radii, the correction to the Dashen’s theorem, the lowest
order contribution of kaons to the muon’s magnetic anomaly a,, and the
contribution of light-by-light kaon boxes to a,. Models constructed by Sta-
men et al. in [66] are appropriate as approximate phenomenological models,
but there is a reasonable perspective from which they do not appear very
attractive. Their models for isoscalar and isovector components of kaon
form factors are in their core each different, and this difference is due to
practical convenience rather than underlying physics. A more dangerous
aspect of their approach is that they combine two mutually exclusive ap-
proaches within a single model, namely the dispersion theoretical approach
based on the Omnes function [67] and the VMD model.3” While this does
not by any means invalidate their work, we thought it could be worthwhile
to redo their analysis using the more universal approach of the U&A model.
Furthermore, in addition to kaon form factors we also calculated the same
four quantities from the form factor of the charged pion.

Another specificity of our approach was that we decided to fit our model
on exclusively time-like experimental values. This was despite the fact that

3"These two approaches each describe the same thing from a different point of view.
The Omnes function approach describes the form factor in terms of its discontinuity, as
determined by relevant asymptotic physical states, while the VMD approach approximates
the form factor using poles of vector meson resonances. A resonance is not an asymptotic
state, and corresponds instead to a particular superposition of such states. If one combines
those two approaches, one encounters various troubles related to possible double counting.
Now, this is not say that it is impossible to combine them correctly, but they are in any
case exclusive: once we account for some contribution by one approach we should not do
so again by the other approach. From a practical point of view, however, and especially
in an approximate model, it is possible to keep these issues under control, and it might
make a good sense to use an approach such as the one presented in [66].
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three out of four above-mentioned quantities which we aimed to calculate
depended on space-like values of form factors. Our reasoning was that it is
quite challenging to measure space-like values of the form factors of the pion
and kaons. For the charged pion and the charged kaon the main experimen-
tal method is the scattering of those mesons on atomic electrons, which is
complicated by the fact that the mass of the target electron is much smaller
than the mass of the projectile: some 280 times smaller in the case of me
scattering and nearly thousand times smaller for the K e scattering. Fur-
thermore, the interpretation of such measurements is also complicated by
the presence of the external field of the target nucleus. (And the measure-
ment of space-like values of the form factor of the neutral kaon is even more
difficult.) One could observe these difficulties in early measurements of the
charge radius of the pion, which all yielded quite disparate values.?® For
the charged kaon form factor there are only two available sets of space-like
data [71, 72], and they are of relatively low precision. We therefore decided
to estimate our model parameters on selected time-like data and use the an-
alytic continuation inherent the U&A model to predict space-like values of
form factors. These predicted values of the form factor of the charged kaon
are depicted here in Fig. 5.14, where we also display the available experimen-
tal data. Unlike kaon form factors, which we constructed anew, we adopted
the model of the charged pion form factor from an earlier work [73], on which
I did not collaborate, but which also fitted the model on only time-like data.

At the level of precision appropriate for this work it is possible to operate
under the approximation that isospin is a precise symmetry of strong inter-
actions.?® This allows us to relate the form factor Fy+ of the charged kaon
to the form factor Fiio of the neutral kaon. Under isotopic spin transforma-
tions the operator of the electromagnetic current transforms as the sum of a
component that transforms as a scalar and a component that transforms as
a vector. That is, we can write J = J% 4+ JY, where J? is the isoscalar and
JV the isovector component. Each form factor can be accordingly decom-
posed into an isoscalar and an isovector component. This, combined with
the fact that the pair K+ and K forms the isospin doublet {W -+, W xo},
and K~ and K° the doublet {—¥ o, Us—}, can then be used to show that
the isoscalar and isovector parts of the charged kaon form factor and the
isoscalar and isovector parts of the neutral kaon form factor are closely re-
lated. As one can verify, both form factors can be expressed in terms of

381n 1977 Adylov et al. [68] published the value (r?) .+ = 0.61 4 0.16 fm? and Dally et
al. [69] the value (r?) + = 0.31 £ 0.04 fm®. Later, in 1982, Dally et al. [70] published the
value (r?), + = 0.439 + 0.030 fm?.

39There is an exception that during the fitting of the model for the pion form factor one
must account in cross section data for the contribution of the isospin violating electro-
magnetic decay w(782) — 777 ~. Details can be found, for instance, in [73], from which
we adopted the pion model.
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Figure 5.14: Predictions of the model (the black solid line) plotted against
available charged kaons data from the space-like region: Dally et al. [71],
Amendolia et al. [72]. These data were not used to determine model param-
eters. The blue dotted line is the “neutral fit” and the green dotted line the
“charged fit” from Stamen et al. [66]. (Taken from [65].)

their common isoscalar part F;- and their common isovector part F as

Fy+(s) = Fr(s) + Fg(s), (5.183)
Fro(s) = Fg(s) — Fg(s). (5.184)

Our assumption that isospin is a precise symmetry of the strong force
implies that isoscalar form factor F7 couples only to isoscalar resonances,
and the isovector form factor Fj- only to isovector resonances. Unfortu-
nately, there is no clear-cut way to decide which resonances to include in
the model and which not. In principle, all resonances that carry the correct
quantum numbers should be included, but available data are not sufficient to
determined all their parameters. For any given form factor, some resonances
contribute more than other and, furthermore, if a resonance pole is located
far away from the region of interest then its effect is strongly suppressed. For
this reason we usually want to decide carefully which resonances to include
and which to omit. Unless there is some specific reason to do otherwise,
the natural rule of thumb is to include as few resonances as possible while
maintaining a good description of data. In practice, one usually makes the
decision based on the inspection of data which will be used to estimate the
model parameters, and by experimenting with various reasonably looking
choices. In our work [65] we decided to include all three resonances ¢, ¢', ¢”
into our model of F}, and leave all their parameters free. This is because
kaons carry non-zero strangeness so one expects them to couple strongly the
¢ resonances. We noticed in data an indication of a possible contribution of
the w”(1650) resonance, which we therefore also included, but with its mass
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fixed at 1.67 GeV and only its width left as a free parameter. We excluded
the resonance w’(1420), whose contribution was not at all apparent in the
data. Furthermore, in order to correctly describe data at the low energy
it is in general necessary to include the ground state resonances. Thus, we
also included the w(782)-resonance, with its parameters fixed at the values
from [74]. Thus, the model of F} used in our work [65] contains resonances
w, ¢, ¢, W and ¢”, with the mass and width of w and the mass of w” fixed.
In the model of the isovector part of the kaon form factor we considered all
three relevant p-mesons, and fixed the parameters of the ground resonance
p at their values from [74].

With this selection of resonances, one can then proceed and construct
the model according to the rules described in the chapter 4. For the isoscalar
component F3(s) the function F% (W), corresponding to the function Fisga
of (4.26) and (4.27), is given by

2
. 1— W2
Frp(W) = (2)
=Wy i=w,p,¢' W' " fi pe{£W; W}

fikK I Wn —p (5.185)

W—p’

The relation between s and W is given by the equations (4.9), (4.10), and
(4.11), with sp = 9m2 and s;, determined by the fit of data. The form
factor F§-(s) is then given by the function F-(W(q(s))). The form (5.185)
corresponds to the case when /si;, < m; for all included resonances, which
is the condition that happened to hold for our fit. For the isovector part the
corresponding function F}’( was of the form

2
ER(w) = (1_W2> K=

_ 2 _
1 WN fp pE{W,, W51/ Wy, 1/ Wy} W-=p

s fikk I WN—p} (5.186)

o I pegewiewyy WP

Here the map from the four-sheeted Riemann surface of s to W is given
again by (4.9), (4.10), (4.11), but this time with so = 4m2 and a different
value of sj,, again determined by the fit. The form above is for the case
when m, < \/six < m,,m,. We adopted the model of F,+ from [73].
Among the available measurements of the process ete”™ — KK we
chose to use data measured by collaborations CMD-2 [75], CMD-3 [76],
BaBar [77], and BESIII [78]. For the process ete™ — KTK~ we consid-
ered data by CMD-3 [79], BaBar [80, 81], and BESIII [82]. Publications
[75, 80, 78, 82] presented “undressed” data; that is, data with the vacuum
polarization effect on the virtual photon line removed. The remaining publi-
cations presented only “dressed” cross sections with the vacuum polarization
effects included. Since for our purposes “undressed” form factors were ap-
propriate, we removed the vacuum polarization effects from [79, 76, 77, 81]
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Charged kaons fit
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Figure 5.15: The U&A model (5.185), (5.186) with parameters from Ta-
ble 5.1 displayed against all the experimental charged kaon data that were
used to fit the model. The y-axis is depicted in the logarithmic scale. Labels
correspond to the following sources: CMD3 [79], BaBar2013 [80], BaBar2015
[81], BESIII [82]. (Taken from [65].)

before further analysis. Furthermore, because our model assumes the con-
servation of the isospin symmetry, it was important to remove all final state
radiation effects from data of charged kaons. We did that using the final
state radiation factor 1+ Z7. The reader can find a discussion of final state
radiation corrections, as well as the explicit form of the n function, in [45]
or [46]. The original reference is [83], with a misprint corrected in [84]. The
parameters of our fit are displayed in the Table 5.1. Plots of the fit, displayed
against the data, can be found in figures Fig. 5.15, Fig. 5.16, Fig. 5.17, and
Fig. 5.18.

After we constructed the models of Fj, and F}, defined by (5.185) and
(5.186), respectively, and estimated their parameters as depicted in Ta-
ble 5.1, we used those models (together with the charged pion model of
[73]) to calculate several quantities of interest. Below, I am going to briefly
present our results.

5.6.1 Charge radii

One of the quantities that we calculated were the charge radii of the charged
pion and of the charged and neutral kaons. The mean squared charge radius
of a spin zero particle is defined in terms of the derivative of its electromag-
netic form factor,

(5.187)
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Figure 5.16: The U&A model (5.185), (5.186) with parameters from Ta-
ble 5.1 displayed against all the experimental neutral kaon data that were
used to fit the model. The y-axis is depicted in the logarithmic scale. La-
bels correspond to the following sources: CMD2 [75], CMD3 [76], BaBar
[77], BESIII [78]. (Taken from [65].)
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Figure 5.17: The model displayed against the data of charged kaons near
the ¢-resonance peak. (Taken from [65].)
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Figure 5.18: The model displayed against the data of neutral kaons near the
¢-resonance peak. (Taken from [65].)

Table 5.1: Parameters obtained in [65] for the model of the kaon form factors
described the equations (5.185) and (5.186).

name value name value
58 0.1753190 GeV? (fixed) 58 0.0779196 GeV? (fixed)
58 0.6125 + 0.0001 GeV? s¥ 1.7720 + 0.0035 GeV?
forrk/fo  0.1977 £0.0013
My 0.78266 GeV (fixed) I,  0.00868 GeV (fixed)
forkr/for 0.1580 + 0.0034
Mg 1.67 GeV (fixed) T, 0.32940.017 GeV
forcr/fs  0.32427 £ 0.00059
my 1.0190367 4+ 0.0000079 GeV | Ty 0.004139 + 0.000015 GeV
forr/fy  —0.1833 £0.0033
My 1.6396 4+ 0.0019 GeV Ty  0.2322 £0.0079 GeV
Mg 2.2063 £ 0.0025 GeV Ty 0.1000 £ 0.0051 GeV
foxx/f,  0.5308 £ 0.0013
mp 0.75823 GeV (fixed) I'y  0.14456 GeV (fixed)
forr/fy  —0.1308 £0.0080
my 1.467 4+ 0.020 GeV Iy 0.796 £ 0.020 GeV
m 1.8640 + 0.0093 GeV T, 0.481+0.018 GeV
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We have obtained the following values [65]

(r*) ;+ = 0.428 £ 0.010 fm?, (5.188)
(r*) go = —0.123 4 0.010 fm?, (5.189)
(r®) k= = 0.403 £ 0.005 fm?. (5.190)

The uncertainties of these quantities, as well as of other results presented
below, were estimated with the help of a Monte Carlo method. According
to the published statistical and systematic errors of the experimental data,
we generated a number of datasets, and fitted each of those with our model.
From each of such a fit we then calculated all the quantities of interest, and
used those results to estimate the errors.

Note that while the value (5.188) for the charge radius of the pion is in
agreement with its PDG average value [74]

(r*)nt|(7a) = 0.434 £ 0.005 fm?, (5.191)

the values for kaon charge radii obtained here have significantly larger mag-
nitude than their respective PDG averages

(r®) |74y = 0.314 £ 0.035 fm?. (5.192)

and
(r?) kol (74 = —0.077 £ 0.010 fm®, (5.193)

As we discuss in the article, a possible explanation for this discrepancy could
be that while the PDG averages (5.192) and (5.193) include measurements
carried out directly in the space-like region, we avoided all space-like data,
and relied solely on the analytic continuation from the time-like region.

5.6.2 Correction to the Dashen’s theorem

When Dashen investigated the consequences of the approximate chiral SU(3) x
SU(3) symmetry of strong interactions [85], he predicted that the differ-
ence between the electromagnetic contributions to the squared mass of the
charged pion and the squared mass of the neutral pion

(Am2)enm = (m2+)em — (m20)EM, (5.194)

should be the same as the corresponding difference (Am?% )pm = (m%(i JEM —
(m%0)em for the charged and neutral kaons. The corrections are, however,
quite large. We define the quantity e, which describes the size of those
corrections, as

(Amj)em
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To evaluate these corrections, Stamen et al. [66] employed the Cotting-
ham formula [86, 87]. They determined the electromagnetic masses using
the relation

(m2)_, @ /OOO ds [F(—s)]? <4W + %(W - 1)) (5.196)

:871' -

for the electromagnetic mass of a spin 0 particle p. Here, F,(—s) is the
particle’s electromagnetic form factor evaluated at the space-like value —s,

and W = /1 —4m2/s. When we substituted into this formula our models

of form factors we obtained the values [65]

(m2% )M = (1.99 £0.03) x 103GeV?, (5.197)
(m20)Em = (4.3 £1.1) x 107°GeV?, (5.198)
(m2:)pm = (1.183 £ 0.023) x 1072GeV?, (5.199)

for the electromagnetic masses. Note that (mio)EM vanishes, because the

form factor of the neutral pion is identically zero. From these results we
then calculated [65]

(Am2)gm = (1.95 £ 0.03) x 1073GeV?, (5.200)
(Am2)gy = (1.183 4 0.023) x 1073GeV?, (5.201)
e = 0.65 & 0.06, (5.202)

where we estimated the error of € by adding the errors linearly.

5.6.3 Pion and kaon box contributions to the magnetic anomaly
of the muon

Another application that we considered was the calculation of the contri-
bution to the muon’s magnetic anomaly a, of the pion and kaon box dia-
grams for hadronic light-by-light scattering. This corresponds to the dia-
gram Fig. 5.8 of the subsection 5.2. We implemented the procedure described
in [88, 89] and obtained the following values [65]

al¥7box — (20.451 £0.022) x 10711, (5.203)
alf’ 7% = (~4.6 £1.4) x 10715, (5.204)
al P = (~16.0£0.2) x 1071 (5.205)

The values for the charged kaon and the charged pion are in agreement with
the corresponding values obtained in [66] and [89]

a7 PN g = (—0.484 £0.011) x 107, (5.206)
alr PN g = (—15.9£0.2) x 1071 (5.207)
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The contribution of neutral kaons that we have obtained is an order of
magnitude larger than that of [66]

alf" 7P| g = (—0.50 £ 0.45) x 10717 (5.208)

It is not clear to us how to interpret this discrepancy. The relative errors
of both results do, however, indicate that this quantity may be difficult to
determine from available data.

5.6.4 Lowest order contributions to the muon’s magnetic
anomaly

We also considered evaluating the lowest order contributions of the processes
efe” - K"K~ and eTe” — KgKJ, to the value of a,, corresponding to the
diagram Fig. 5.2. In the end we decided not to include these results in [65],
because unlike the previous three sets of quantities, this one is calculated
from time-like values of the form factors. Nevertheless, I will mention those
results at least here. Using the equations (5.49), (5.50), and (5.51), with the
integration region spanning from the thresholds to s = (1.05 GeV)2, and
using our models of form factors to calculate the corresponding values of
R(s), I obtained the results

g VPO [ete™ - KHYK™, /s <1.05 GeV| = (188.7+3.2) x 1071, (5.209)

and

af VPO [ete™ - KsKp, /5 <1.05 GeV| = (115.4+2.2) x 1071, (5.210)
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Chapter 6

Other applications of the
Unitary and Analytic model

6.1 Damped oscillatory structures in the effective
form factor of proton

Another topic on which I collaborated was the study of the periodic os-
cillatory structures that were originally found in the data for the effective
form factor of the proton by Andrea Bianconi and Egle Tomasi-Gustafsson
[30]. These authors, as well several other researchers, have speculated that
those oscillations might represent interference patterns resulting from re-
scattering processes between the newly-formed hadrons. (See, e.g., [30, 90].)
We investigated this issue from a different point of view and published our
results in several papers. I collaborated on two of those, [31, 32]. Because
both these manuscripts have been already published and all the details can
be found there, I will limit myself here to only a short introduction of this
topic and a brief discussion of the possible interpretation of our findings.
As we saw in Chapter 3, the interaction of a spin-1/2 particle such as the
proton with a single virtual photon can be described in terms of two form

factors. If we decide to use the electric form factor G’%) (s) and the magnetic

form factor Gg\?(s), then the total cross section oot (ete™ — pp) for the

annihilation of the electron—positron pair into the proton—anti-proton pair
can be written as

Ao
3s

Ctot (e+e_ — pﬁ) = CpBp(s) “GES)(S)‘Q + 2877112; ‘G%)(s)ﬂ ,  (6.1)

2
where (y(s) = /1 — 47:” is the velocity of the proton in the center-of-mass
frame and C), is the Sommerfeld-Gamow—Sakharov Coulomb enhancement
factor, which can be used to account for the final state radiation effects in the

239
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low energy limit.! Note that in this equation the form factors correspond to
quantities that result from strong interactions only. This is why we needed
to include the effects of the final state electromagnetic radiation explicitly.
Furthermore, the cross section oo (e™e™ — pp) is “undressed”. This means
that the vacuum-polarization effects on the propagator of the intermediate
photon should be removed. One can see this from the fact that on the right-
hand side of (6.1) there appears the factor 4wa?/3s instead of 4ma(s)?/3s.2

At present it is still quite challenging to carry out measurements that
would allow us to extract the values of the electric and magnetic form factors
individually. For this reason it is often useful to work with the concept of the

so-called effective form factor F, e(g)(s) of the proton, defined by the equation

_ N\ 4ma? 2m? 2
Otot (€+€ - pp) = ?Cpﬁp(s) L+ SP] Fe(g)(s)‘ (6.2)
This equation would follow from (6.1) if the condition
P s)| = |G )| = [P ()] (6.3)

was satisfied for all s > 0. (Or at least for all s above the threshold for the
production of two protons.) In general, however, the electric and magnetic
form factors G%))(s) and Ggﬁ)(s) are equal only at s = 0. Once can therefore
interpret the formula (6.2) as an approximation in which we extend this
condition to non-zero values of the center-of-mass energy s.

Bianconi and Tomasi-Gustafsson [30] fitted the experimental data for
the effective form factor of the proton by the function?

A

2

N q ' 2
(1+ nTa) [1 071 Ge\/Q}

(6.4)

with the free parameters estimated as as A = 7.7 GeV~* and m?2 = 14.8 GeV?.
Afterwards, they subtracted the fit from the data, and noticed that when

one inspects the ensuing residues as a function of the magnitude p of the

three-momentum of either one of the final particles in a frame in which the

other particle is at rest, then the residues display a regular damped oscil-

latory pattern. This is depicted in Fig. 6.1, taken from [30]. The authors

suggested that these oscillations might result from interference effects of

re-scattering processes between outgoing hadrons.

LOf course, we could just as well use the more precise final state radiation factor 1+ 2n
that we briefly mentioned in the section 5.6. In the region where experimental data are
available the difference between these two alternatives is not substantial.

2 According to our result (5.89), 4wa?/3s is the lowest order total cross section for the
process eTe” — pTp”, in the approximation that all those leptons are massless.

3The authors claim that they also investigated what happens if one uses several other
simple functions, and their results appeared to be quite robust with respect to the choice

of the precise form of the model.
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Figure 6.1: The figure (a) depicts time-like values of the effective form factor
of proton that were investigated in [30]. The red line represents the fit (6.4).
The figure (b) displays the oscillatory pattern that appears when the fit
depicted in the figure (a) is subtracted from the data. The variable p on the
x-axis is the magnitude of the three-momentum of one of the protons in a
frame in which the other proton is at rest. (Taken from [30].)

Our group explored a different kind of interpretation of the observed
pattern. We investigated the possibility that these patterns were simply
an artifact that appeared as a result of the authors of [30] using an inade-
quate phenomenological model (6.4) to fit the data. One expects the data
to include various “bulges” due to the presence of vector meson resonances,
and it is, of course, not surprising that if one fits such data with a simple
monotonous function such as (6.4) then oscillations appear in the residues.
(Although it is not clear why such oscillations would show a periodic regu-
lar pattern.) We therefore described the data with the U&A model to see if
the oscillations appear also in the residues of this more appropriate model.
The residues of the U&A model showed no discernible oscillations [32]. Fur-
thermore, since the hypothesis presented in [30] was not in any obvious way
dependent on the fact that the final particles were protons, one would expect
the same phenomenon to appear also for other hadrons. For this reason we
also investigated form factors of pions and kaons. (I collaborated on the
study of the kaon form factors [31].) When we described the data with a
simple model, that was similar to the model (6.4) used by Bianconi and
Tomasi-Gustafsson in [30], we indeed observed an oscillatory pattern in the
residues to the fit. (But that is not surprising, since in that case the pattern
was clearly just a by-product of an inadequate model.) But when we de-
scribed the same data by the U&A model, those oscillations seemed to have
disappeared. For details, please see the paper [31]. This result together with
the further exploration presented in [32] suggest that the patterns described
in [30] might indeed represent just an accidental side effect of describing
data with an overly simplistic model such as (6.4). Let me mention that
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we were not the only group to argue for this kind of interpretation. For
instance, the authors of [91] have presented a very similar argument.

So where does this leave us? In my opinion it is safe to say that our
work — as well as the work of several other authors including [91] —
has demonstrated that the oscillatory patterns detected by Bianconi and
Tomasi-Gustafsson in [30] can be adequately described by fitting the data
by more complex models. It must be emphasized that these more complex
models — such as the U&A model used by us or the extended VMD model
employed in [91] — stand on quite solid physical foundations. For instance,
as we saw in the chapter 4 the U&A model is based on a number of gen-
eral physical requirements, including the analyticity on the physical sheet, a
low-energy approximation of the correct branch structure, the Hermitian
analyticity, or the presence of resonance poles. Compared to the U&A
model, the model (6.4) of [30] seems somewhat arbitrary, and motivated
chiefly by its simplicity and an approximate agreement with data. From
this point of view one could claim that because the oscillations disappear
when a physically more adequate U&A model is applied, those oscillations
do not have any physical significance beyond what is already captured by the
U&A model. Continuing this line of reasoning, the simplest interpretation
would then be that the oscillations result from the presence of resonances.
If that was true, it still would be interesting, however, to study the alleged
periodicity in those oscillations — are they really periodic and if yes, what
does it mean for resonances? On the other hand, taking a step back, one
could also argue that the U&A model has a much larger number of free
parameters, and our work was nothing but an exercise in curve-fitting. To
answer this objection one must demonstrate that the U&A model (or any
other model) that manages to fit those oscillatory patterns does so using
a physically admissible values of its free parameters. Unfortunately, many
of those parameters, in particular the masses and widths of resonances, are
currently not known with a sufficient precision. There is also another, some-
what more fundamental research direction, that one could follow to explore
this topic. That is the question of whether these two competing explana-
tions, one of the oscillations as an interference pattern from re-scattering
processes and the other one of the oscillations as the effect of resonances,
do really represent two distinct phenomena. For instance, it is known that
the near-threshold resonances can be understood (at least in a toy model) in
terms of a constructive interference when the low-energy quark—anti-quark
pair periodically bounces back to the location of where it was created. (See,
e.g., Chapter 4 of [7] and references cited therein.) So perhaps the fact that
the oscillatory patterns can be described by the U&A model or the extended
VMD model does not in any sense imply that the interpretation suggested
by Bianconi and Tomasi-Gustafsson is wrong. However, it is quite likely
that to answer this question we need first to achieve a better understanding
of the process of hadronization itself.
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6.2 The ratio R =¢ — K"K~ /KVK}

In this last section I will briefly present another topic on which I worked
during my doctoral study. Just as in the previous section, I will only briefly
introduce the topic and discuss some of its significance or interpretation,
but I will skip most of the technical details of the work itself, which can be
found in the already published article [33].

Our work [33] was concerned with the ratio of the probability that the
#(1020) resonance decays into a pair of charged kaons to the probability
that it decays into a pair of neutral kaons. The processes ¢ — KTK~ and
¢ — KYK° are two dominant decay modes of the resonance ¢(1020) and we
denote the ratio of their respective probabilities by R. This number can be
expressed also in terms of their respective branching ratios,

_ BR(¢— KtK™)
"~ BR(¢ — KOKO)

(6.5)

The reason why we were interested in this quantity is that there has been
a long-lasting discrepancy between its measured value and its theoretical
predictions. From the 2022 Review of Particle Physics [74] we can calculate
the following value for the experimental world average of the ratio R

Rexp = 1.4484 + 0.0226. (6.6)

Efforts to predict the value of R theoretically date at least as far back
as 1969 when Eugene Cremmer and Michel Gourdin obtained the value
R =~ 1.60, based mainly on the considerations of the isotopic spin symmetry
and radiative corrections for the final state charged kaons [92]. In 1974
Harmut Pilkuhn used a different method, the penetration factor model,
to estimate the value of R to lie between 1.52 and 1.61 [93]. The most
recent studies of this topic are the works of Bramon et al. [94] and Flores-
Baéz and Lopez Castro [95]. These authors reexamined and expanded upon
the earlier approach of Cremmer and Gourdin. Their investigations led to
the theoretical estimate that R is 1.59 or higher, which is far above the
experimental average (6.6).

For this reason we decided to estimate the value of R from the available
experimental data for the total cross section of the processes eTe™ — KTK~
and ete™ — KOK~. We hoped that this would provide a further insight into
the experimental side of the discrepancy. At the heart of our method lies
the assumption that the Breit—Wigner formula for the resonant contribution
to the S-matrix holds accurately enough for the ¢(1020) resonance. More
specifically, we assumed that the ratio R was the same as the ratio of the
corresponding cross sections at the ¢-resonance peak. Under this assumption
we could then estimate the value of R from experimental cross section data
by the following program:
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1. In the cross section data for the processes ete™ — K™K~ andeTe™ —
KK~ try to isolate the contribution of the processes ee™ — $(1020) —
KtK~ and ete™ — ¢(1020) — K*K~ from the contribution of the
non-resonant background.

2. In these data for the resonant scattering determine the position —
that is the energy — of the resonance peak. In other words, estimate
the (mean) mass of the resonance.

3. Estimate the cross sections for both processes at the resonance peak,
and calculate their ratio.

Considering that the available data are of limited density and precision,
none of these steps is possible without some kind of a model to describe the
cross sections. We employed the framework of the U&A model, which is
described here in Chapter 4, to describe simultaneously both the data for
the process ete™ — K1TK~ and the data for the process ete™ — KYKP.
Considering the fact that the U&A model describes the form factor as a sum
of contributions from individual resonances, it allows one to isolate from
the non-resonant background the contribution of the ¢(1020) resonance.
If one fits the data and then focuses only on the part corresponding to
the resonance ¢(1020), then at least in principle that should correspond
to considering directly the relevant processes ete”™ — ¢ — KTK~ and
ete” — ¢ - KOKO.

To describe the data we used a model similar to the one described in the
section 5.6. To more easily relate the data of the charged and neutral kaons
we used the assumption of the isotopic spin symmetry, which allowed us to
decompose the corresponding form factors into their common isoscalar and
isovector components F- and F%,

Fgs = Fj + FY., (6.7)
Fyo = Fj — FY. (6.8)

Thus both form factors depended on the same set of parameters: the masses,
widths and thresholds were common. The coupling constants were also
related. From the equations (6.7) and (6.8) it follows that the couplings to
isoscalar resonances were the same in F+ as in Fo, while the couplings to
isovector resonances had opposite signs in Fg+ than in Fo. However, there
was an important exception that we had to make. If we really used the model
as just described then the resulting R ratio would be completely fixed, since
the term corresponding to the ¢(1020) resonance would be exactly same in
Fi+ as in Fgo. The R ratio would then be determined by the relative size
of the kinematic spaces of KK~ and K°K? at the resonance peak and
final state radiation corrections, and we would have inevitably reproduced
the theoretical estimate of [92]. In order to actually determine the value of
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R from data it is vital that we released the isospin-symmetry constraint on
the coupling constants of the ¢(1020) resonance to the charged and neutral
kaons. In other words, instead of the equations (6.7) and (6.8) we used

Fyo = Fio — F2, (6.10)

where F},, and F. were just like Fj of (6.7), (6.8) but with the difference
that the functions Fj.. and Fj, had two independent coupling constants
to the ¢(1020) resonance, instead of the single common one of F}.. (We
then also had to release the isospin-symmetry constraint on one more pair
of isoscalar coupling constants, in order to preserve the normalization condi-
tion. But that is just a technical detail.) In this way we estimated two cou-
pling constants, one for the coupling of ¢(1020) to KK~ and the other one
for the coupling of ¢(1020) to K°K°. From their ratio, after we accounted
for the kinematic space differences and final state radiative corrections, we
then calculated the value of R which corresponded to the experimental data.
The detail of our analysis can be found in [33], and it proceeded roughly
along the following steps:

1. Since our models of form factors and any use of the isotopic spin
symmetry required that we consider form factors as determined only
by the strong force, we first needed to remove from experimental data
all electromagnetic radiative corrections. At least approximately, we
needed to remove from the data the effect of the vacuum polarization
on the propagator of the intermediate photon, and take care of any
initial or final state radiative corrections.

2. We then fitted the data with our U&A model for the form factors. Our
fits are depicted in Fig. 6.2 and Fig. 6.3. This allowed us to remove
the non-resonant background and focus directly on the ratio of the
coupling constants of the resonance ¢(1020) to KT K~ and to K°KY.

3. To extract from data the ratio R we considered the above mentioned
ratio of coupling constant, added the factor corresponding to the ratio
of volumes of the kinematic spaces of the charged and neutral kaons at
the resonance peak, and added the radiative corrections corresponding
to virtual and soft photons that could be exchanged between or emitted
by the final state charged kaons KK ~.

After all these step we obtained the value
R = 1.553 4+ 0.040. (6.11)

Interestingly, this was more than 20 above the PDG value (6.6) and practi-
cally in agreement with the theoretical estimate of [94].
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Figure 6.2: Our fit depicted against the charged kaon cross section data.
Note that the most important part is the region near the ¢-resonance peak,
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which is depicted on the right. (Taken from [33].)
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Figure 6.3: Our fit depicted against the neutral kaon cross section data.

Note that the most important part is the region near the ¢-resonance peak.
(Taken from [33].)
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Before closing this section, let us briefly comment on the broader signif-
icance of this issue. First, it is important to note that similar discrepancies
have been observed also for other resonances that are located near new-flavor
thresholds. They were observed for the ratios of charged to neutral yields
of the processes 1(3770) — DD and Y(4S) — BB. Several authors have
attempted to explain these discrepancies. For instance, Dubynskiy et al. [96]
and Voloshin [97] considered the effects of strong-scattering phases in the
isoscalar and isovector channels on the corresponding ratios. It turns out
that these phases modify the final state radiation effects as well as the mass
difference effect on the corresponding cross section. These strong-scattering
phases have so far not been calculated, but they are in principle capable of
explaining the observed anomalies. Interestingly, there have been also sev-
eral suggestions that for near-threshold resonances one must appropriately
modify the usual formulas in order to obtain correct cross sections. For
instance, Fischbach et al. [98] considered what appears to be a resonance-
appropriate ansatz to study the Fermi’s Golden Rule. Their ansatz allowed
them to move beyond the first order of perturbation theory and use the
unitarity condition to derive an integral equation for the decay rate. They
found that if either the size of the kinematic space or the values of ma-
trix elements of the interaction between the resonance and the asymptotic
states vary rapidly near the resonance peak, then usual formulas for decay
rate must be adjusted. Another interesting instance is the work of Ishikawa
et al. [99], who studied these processes using a formalism that had been
previously developed by some of the authors to describe the scattering of
wave-packets. In their work they also argued that the decay rate formula
should be adjusted. While [98] considered applications of their modifica-
tions only to the anomaly of the ¢(1020) resonance, [99] considered also the
anomaly in the decay modes of the resonance Y (4S5). Both of these works
claim to have resolved the discrepancies. At the same time, however, both
works seem to approach the problem in a different way, and their supposed
solutions appear to be unrelated. It seems that a further study is required to
reach a better understanding of what, if any, adjustments are necessary and
how are the various suggestions related. In relation to this issue, especially
in the context of our work [33], let me add two speculative remarks:

e In the derivation of the Breit—Wigner formula it is assumed that the
non-resonant background varies negligibly over the region where the
resonance dominates. In other words, the formula is derived under the
approximation that near the resonance the energy dependence of the
scattering amplitude is completely described by the contribution of the
resonance pole, possibly up to an additive constant.* However, when

4This constant represents the energy-independent contribution of the non-resonant
background. This is important if the non-resonant contribution to the phase shift is large,
in which case the resonance manifests itself as a sharp dip in the cross section, instead of
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the resonance is located near a normal threshold, as is the case of the
resonances ¢(1020), 1(3770), and Y(4S5), then this assumption might
not be justified. The amplitude might be significantly influenced by
the presence of the threshold, and perhaps even the shadow poles that
can be accessed by encircling the threshold and crossing the branch
cut from another direction. Thus, it is quite possible that some mod-
ification of the usual formulas might be necessary. This could be an
interesting project for a further study.

In our work [33] we built our analysis on the assumption that the Breit—
Wigner formula is precise, and we obtained from data results that
were consistent with theoretical predictions. (Note that the theoretical
predictions also ignore the presence of the threshold.) Thus it might
be possible that our result (6.11) is the correct value of the ratio of
the resonance peak heights, and that this ratio has been correctly
predicted by various theoretical works [92, 93, 94, 95], but that at the
same time this ratio does not correspond to the ratio of probabilities of
the corresponding decay modes, if the Breit—Wigner formula does not
hold precisely enough. Then the PDG value (6.6) could also be correct,
in the sense of the ratio of corresponding probabilities, although not
in the sense of the ratio of peak heights.

Notwithstanding these speculative remarks, recently there has been pub-
lished a preprint [100] by the BESIII collaboration that studied the anomaly
in the ratio R of the ¢(1020) resonance. Interestingly, they measured the

value

Ryy00 = 1.675 % 0.093, (6.12)

which is even higher than our estimate (6.11). This indicates the possibility
that the PDG average value (6.6) might not be reliable.

a more common peak. (See, e.g., [9].)



Chapter 7

Conclusion

In Part I of this thesis I presented a gentle introduction to the general topic of
the analyticity in quantum field theory. Part II was then dedicated mainly to
the introduction of the U&A model. After a review of some basic properties
of electromagnetic form factors in Chapter 3, we were ready to introduce
the U&A model in Chapter 4. The treatment presented in that chapter
introduces the model from a somewhat novel perspective and includes several
improvements over the treatments that can be found in older literature.

Then in Part III, the chapter 5 opened with a general discussion of the
running of the fine structure constant. We also saw how the hadronic contri-
bution to its imaginary part can be related to the total cross section for the
electron—positron annihilation into hadrons. At the present experimental
precision one can still work under the approximation of a single intermedi-
ate photon, which means that this cross section is directly related to the
corresponding electromagnetic form factor, and can be described with the
U&A model. Furthermore, using the dispersion relation for Aa(s) it is pos-
sible to express the value of «(s) in the space-like region in terms of its
imaginary part in the time-like region. This means that the U&A model
can be also used to describe the behavior of the hadronic contribution to
a(s) in the space-like region.

In the same chapter, we also saw how the running of the fine struc-
ture constant enters into the evaluation of the leading contribution to the
magnetic anomaly of the muon, and how one can choose to calculate this
contribution either from the imaginary part of «(s) in the time-like region, or
from «(s) itself in the space-like region. In collaboration with my colleagues
I have explored some aspects of this topic in the paper [29]. Chapter 5
also contains a brief description of yet unpublished work [65], in which we
employed electromagnetic form factors of the charged pion and of both the
charged and neutral kaons to calculate various quantities of interest, includ-
ing the corresponding hadronic light-by-light contribution to the magnetic
anomaly of the muon. In this thesis, I also presented my result for the lead-
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ing hadronic contribution to the magnetic anomaly of the muon. And lastly,
the chapter 5 also contained a detailed proof of the reality of the fine struc-
ture constant in the space-like region,' and a discussion of its significance.

The thesis was then concluded in Chapter 6, where other published work
on which I collaborated during my doctoral study was briefly presented. The
section 6.1 introduced the topic of damped oscillatory structures, which were
first observed in the effective form factor of the proton by A. Bianconi and E.
Tomasi-Gustafsson in [30], and which were studied by us in the papers [31,
32]. Section 6.2 was dedicated to the problem of the discrepancy between
the theoretical predictions and experimental estimates of the ratio R of the
probabilities of the decay of the resonance ¢(1020) into a pair of charged
kaons and into a pair of neutral kaons. I presented there our paper [33],
where we used the U&A model to obtain an estimate of the ratio R from
the total cross section data for the electron—positron annihilation into the
corresponding kaon pairs.

!This proof is my own, but I think that all the techniques employed in it have been
known since late 1960s, which makes me believe that the result itself and some kind of its
proof must have been known to the community at least since that period.
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