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Abstract

NA62 is a cutting-edge kaon experiment located at CERN, focusing primarily on rare
decays of positively charged kaons in flight.

The main focus of the presented thesis is the measurement of form factor parameters
and the branching fraction of a rare kaon decay K+ → π+µ+µ− (Kπµµ) at the NA62
experiment, using a sub-sample of data collected in 2017. Therefore, a motivation for
the measurement, a summary of the theoretical description within the scope of the
Chiral Perturbation Theory and a review of the previous measurements of the Kπµµ

decay parameters are given.

The central part of the work contains detailed description of the main Kπµµ analysis
done by the author, together with the derivation and validation of the fitting procedure
used to obtain the Kπµµ form factor parameters. Based on the sample of 3074 observed
Kπµµ event candidates in the dataset, we obtain form factor parameter values a =
−0.564 ± 0.042 and b = −0.797 ± 0.164, which gives a model-dependent branching
fraction B(Kπµµ) = (9.32± 0.29)× 10−8, consistent with the previous measurements.

Low background contamination of the selected signal sample makes the contribution
from statistical errors smaller by ≈ 10–20% with respect to the currently most precise
Kπµµ measurement performed by the NA48/2 experiment, which collected similar
number of Kπµµ event candidates but with ≈ 3% background contamination.

However, the total systematic uncertainty is of a similar size as the statistical one,
which makes the precision of the presented result worse by ≈ 10–20% compared to the
NA48/2 result. Improvement of systematic uncertainties is crucial for achieving the
world-leading measurement in the future, particularly when the full available NA62
dataset, expected to contain at least 5-times more Kπµµ event candidates than the
NA48/2 dataset, is analysed.

In addition to the main Kπµµ analysis, efficiency evaluation studies for sub-detectors
MUV3 and CHOD carried out by the author are summarised in the thesis. The
measured efficiencies were monitored during the NA62 data taking in 2016–2018 using
the developed tools. Their values were stable over the period and above 99%. The
results of MUV3 efficiency measurements are also used in the main Kπµµ analysis.

The main goal of the NA62 experiment is the measurement of the branching fraction of
an ultra-rare K+ → π+νν̄ (Kπνν) decay, sometimes referred to as the “golden decay”
due to the fact that it is theoretically very clean and sensitive to contributions of
New Physics. These properties make the Kπνν decay an excellent probe of the physics
beyond the Standard Model. The measurement of the Kπνν decay branching fraction is
discussed in the thesis and the first result of the analysis performed on the 2016 data
sample is summarised.

Keywords: NA62 experiment, rare kaon decays, charged kaon form factor



Abstrakt

Experiment NA62 je špičkovým kaónovým experimentom nachádzajúcim sa v CERN-e,
zameraným na štúdium zriedkavých rozpadov nabitých kaónov za letu.

Hlavným cieľom práce je meranie parametrov form-faktoru a pravdepodobnosti
zriedkavého kaónového rozpadu K+ → π+µ+µ− (Kπµµ) na NA62 experimente, použitím
časti dát z roku 2017. Z tohoto dôvodu práca opisuje motiváciu merania, zhŕňa teoretický
opis v rámci chirálnej poruchovej teórie a vymenúva predchádzajúce merania parametrov
rozpadu Kπµµ.

Centrálnou časťou práce je detailný opis Kπµµ analýzy vykonanej autorom, ako aj
odvodenie a validovanie fitovacej procedúry použitej na získanie parametrov form faktoru
rozpadu Kπµµ. Na základe vzorky 3074 kandidátov na rozpad Kπµµ, pozorovaných v
analyzovanej vzorke dát z roku 2017, sme zmerali hodnoty parametrov form-faktoru
a = −0.564 ± 0.042 a b = −0.797 ± 0.164, čo dáva hodnotu modelovo závislej
pravdepodobnosti rozpadu B(Kπµµ) = (9.32 ± 0.29) × 10−8. Dosiahnuté výsledky
sú v zhode s predchádzajúcimi meraniami.

Vďaka nízkej kontaminácii vybranej vzorky pozaďovými rozpadmi sú výsledné štatistické
chyby o ≈ 10–20% menšie v porovnaní s doteraz najpresnejším meraním Kπµµ rozpadu
vykonaného experimentom NA48/2 na približne rovnako veľkej vzorke Kπµµ rozpadov,
avšak s ≈ 3% pozaďových eventov.

Odhad systematických neistôt v našej analýze je však na úrovni štatistických chýb,
čo robí výslednú presnosť nášho výsledku o ≈ 10–20% horšiu ako v prípade NA48/2.
Zníženie systematických chýb je kľúčovým predpokladom na dosiahnutie svetovo
významného výsledku, najmä po analyzovaní celého dostupného NA62 datasetu.
Očakávaný počet signánlych eventov je aspoň 5-krát väčší ako počet Kπµµ rozpadov
zaznamenaných na NA48/2.

Okrem analýzy Kπµµ rozpadu autor uskutočnil merania efektivít sub-detektorov MUV3
a CHOD, výsledky ktorých sú taktiež opísané v práci. Efektivity merané vyvinutými
nástrojmi boli monitorované počas zberu dát v rokoch 2016–2018. Ich hodnoty sú
stabilné a vyššie ako 99%. Výsledky merania efektivity MUV3 sú tiež použité v hlavnej
analýze parametrov rozpadu Kπµµ.

Hlavným cieľom NA62 experimentu je meranie tzv. ultra-zriedkavého rozpadu K+ →
π+νν̄ (Kπνν), niekedy označovaného za “zlatý rozpad” kvôli čistote jeho teoretickej
predpovede a cistlivosti na novú fyziku. Tieto vlastnosti robia rozpad Kπνν výborným
kandidátom na hľadanie fyziky za Štandardným Modelom. Predložená dizertačná práca
opisuje meranie rozpadu Kπνν a uvádza výsledky Kπνν analýzy vykonanej na dátach
zozbieraných v roku 2016.

Kľúčové slová: NA62 experiment, Zriedkavé rozpady kaónov, Form-faktor nabitého
kaónu
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Introduction

The Standard Model of particle physics (SM) [1, 2, 3, 4] currently represents our best
description of elementary particles and their interactions. The last-to-be observed SM
particle was the Higgs boson, discovered in 2012 [5, 6] by the ATLAS [7] and CMS [8]
Collaborations at the Large Hadron Collider (LHC) [9] at CERN1.

The recent confirmation of the existence of the SM Higgs boson [10] is only a single
instance of many in which the SM proved to be a successful description of physics at the
smallest experimentally accessible scales. Some of the most notable triumphs of the SM
were the observation of weak neutral currents in the Gargamelle neutrino experiment
[11] or precise measurements of the anomalous magnetic moment of the electron [12].
One can argue however, that despite the overwhelming success of the SM supported by
countless experimental tests performed to date, there are still reasons to believe that it
is not the final theory of microworld.

On the experimental side, the SM does not contain any candidate particle for the dark
matter [13]; it was originally formulated only for massless neutrinos that have been ruled
out by discovery of neutrino oscillations [14, 15, 16]; nor does it explain the observed
surplus of matter over antimatter in the Universe [17].

On the theory side, the observed fermion masses ranging across many orders of magnitude
are only parametrised without any dynamical explanation [18]. Additionally, the SM
does not explain charge quantisation, the number of fermionic families and much more.

Although not included in the minimal SM, neutrino oscillations are firmly established
phenomenon that requires Lepton Flavour Violation (LFV) in the neutral lepton sector.
Despite many efforts of finding charged LFV (cLFV), which would be an indication of
New Physics (NP), no cLFV processes have been observed.

Another type of processes that could be affected by NP contributions are those involving
Flavour Changing Neutral Currents (FCNC). Consistent with the GIM mechanism [19],
there are no FCNC terms in the SM lagrangian. Nevertheless, FCNC processes can be
induced at a loop level, where they remain suppressed by the GIM mechanism.

The efforts for the discovery of NP beyond the SM, that should provide explanation for
the phenomena not described in the SM framework, are pursued following two separate
approaches.

The first one is based on progressively increasing achievable energies in particle
accelerators with the aim of discovering new heavy particles. Previously unseen unstable
particles could, for example, be observed as resonances in invariant mass spectra of

1https://home.cern
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their decay products. Investigations of other quantities such as missing energy or
angular distributions could also point towards NP contributions. The ATLAS and CMS
experiments are two currently best known examples of such experiments and the Higgs
boson discovery followed this approach.

Another method of NP searches relies on improving SM predictions on measurable
quantities. Any significant deviations of measurements from the predicted values could
indicate the presence of a NP. Contrary to the energy frontier approach described above,
hints of NP in the precision frontier would originate from corrections to higher order
terms in perturbation expansions caused by the presence of beyond SM particles. One
of the best known contemporary representatives of the experiment probing the precision
frontier is the LHCb experiment [20] at CERN aiming to discover NP in processes
involving b quarks [18]. Recently observed tensions between SM predictions and LHCb
measurements in the B-sector [21, 22, 23, 24, 25] could be an indication of NP. Among
these, the results suggesting Lepton Flavour Universality Violation (LFUV) [23, 24] are
the most interesting ones from the perspective of the presented work. We discuss the
above LHCb observations in more detail in subsection 1.3.1.

The NA62 experiment2 at CERN is another example of an experiment focusing on the
precision frontier. The main goal of the experiment are studies of rare decays of charged
kaons, mainly the measurement of the branching fraction of an ultra-rare FCNC decay
K+ → π+νν̄ (Kπνν). Thanks to the robust design of the NA62 experiment [26], studies
of other rare FCNC kaon decays, tests of LFU or searches for forbidden (cLFV) processes
are possible in addition to the main physics programme. The NA62 experiment recently
finished its first 4-year-long data taking period with the continuation of the experiment
after the LHC Long Shutdown 2 (LS2) awaiting approval.

This thesis is divided into four chapters and summarises author’s work done during his
PhD studies as a member of the NA62 Collaboration.

In the first chapter, a brief history of kaon physics and theoretical motivation for the
Kπνν branching fraction measurement by the NA62 experiment is given. Furthermore,
a summary of the current theoretical description of the K± → π±l+l− (Kπll) decays
is also shown. Measurement of form factor parameters of the muonic decay channel
K+ → π+µ+µ− (Kπµµ) is the main goal of this dissertation. The Kπµµ form factor
measurement could be used to test the LFU by comparing the Kπµµ results to those
obtained from the electron mode K+ → π+e+e− (Kπee).

The second chapter is the central part of the thesis and contains full description of the
NA62 detector setup and the author’s Kπµµ analysis. The fitting procedure derived in
order to obtain the form factor parameters is described in Appendix B together with
the method used for the validation of the procedure.

2https://na62.web.cern.ch/na62/, [26]
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In the third chapter, MUV3 and CHOD sub-detector efficiency measurement tools,
developed by the author in the first two years of his PhD studies, are described.
Resulting outputs from these tools are shown and a description of the treatment of the
measured efficiencies in the main Kπµµ analysis is given.

In the last chapter, a summary of the Kπνν analysis performed on the 2016 dataset is
presented and prospects for the future are summarised.

3



1 Kaon Decay Physics: Motivation and
Theory

This chapter is split into three sections. The first section contains a short introduction
to the kaon physics and emphasises the important role it played in the development of
the current state of particle physics. In the second section, a theoretical motivation
for the study of K → πνν̄ decays is laid out. Also, a brief overview of the theory
describing the charged kaon decay mode K+ → π+νν̄ is given together with the previous
measurements of its branching fraction. The last section contains a summary of the
theoretical description of charged kaon decays K± → π±l+l−, explains the motivation
for their measurements as an experimental test of the LFU and mentions previous
experimental results regarding these decays.

1.1 Historical Overview

Several years after the discovery of previously unobserved charged and neutral particles
in cosmic rays by Rochester and Butler in 1947 [27], particle physicists were intrigued by
a phenomenon that now bears the name τ − θ puzzle: a charged particle was decaying
into two final states of different parity P . Since, at that time, parity was assumed to
be one of the fundamental symmetries of Nature, it was theorised that the mysterious
particle was in fact two particles τ+ (P = −1) and θ+ (P = 1), each decaying into one
of the parity eigenstates

θ+ → π+ + π0,

τ+ → π+ + π+ + π− . (1.1)

It was however unclear why Nature would “allow” the existence of two, in almost every
way identical particles, differing only in their parity. A possible solution to this puzzle
came from theoretical physicists Lee and Yang. After reviewing the available literature,
they concluded that the contemporary experimental evidence did neither prove, nor
disprove the parity conservation in weak interactions. In 1956, Lee and Yang proposed
that maybe parity was indeed not conserved [28]. Subsequent confirmation of parity
violation in weak interactions performed by an experiment led by Wu later that year
[29] resulted in Nobel Prize for Lee and Yang1. The τ+ and θ+ were in fact one particle,

1Let us mention that the charge conjugation C is also violated in weak interactions. This is
easily seen by the non-existence of left-handed anti-neutrinos and right-handed neutrinos, into which
the left-handed neutrinos and right-handed anti-neutrinos are transformed by charge conjugation,
respectively.
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1.1. Historical Overview

now called the positive kaon K+. The antiparticle to K+ is the negatively charged
kaon K−.

Additionally, the cross sections for creation processes of kaons and several other hadrons
coupled with their relatively large masses indicated much shorter lifetimes than those
actually observed [30, 31]. The difference in the creation and decay rates of kaons
and some baryons (e.g. Λ baryon) was attributed to a new quantum number called
strangeness. The strangeness was conserved in strong and electromagnetic interactions
but violated in weak interactions.

It was not even a decade after the discovery of parity violation that particle physics faced
another broken symmetry. This time, it was the violation of the combined symmetry of
charge conjugation C and parity inversion P , the CP symmetry. The CP violation was
observed in 1964 by Christenson, Cronin, Fitch and Turlay [32] in the decays of one of
the two weak eigenstates2 of neutral kaons, K0

L (K-long), into two pions. This decay
would be forbidden if the CP symmetry were conserved, since the in- and out-states
would be different CP eigenstates.

One possible explanation of experimental observation of the K0
L → 2π decay was that

the K0
L and the other weak eigenstate, K0

S (K-short), are in fact not CP eigenstates
but are rather equal to linear combinations of CP eigenstates |K+〉 and |K−〉

|K0
S〉 = 1√

1 + ε2
(|K+〉+ ε|K−〉) ,

|K0
L〉 = 1√

1 + ε2
(|K−〉+ ε|K+〉) , (1.2)

where ε is a small real parameter. This interpretation is currently known as the indirect
CP violation.

Another possible explanation required non-zero amplitude for the process K− → 2π, i.e.
direct CP violation. However, experimental results at the time were consistent with the
explanation by the indirect CP violation and no other manifestations of CP violation
were observed.

In the following decades the Standard Model [1, 2, 3, 4] of particle physics was built and
the explanation of non-zero strangeness was found in the presence of strange quarks. In
1973, Kobayashi and Maskawa introduced a unitary 3× 3 mixing matrix VCKM called
the CKM matrix [33] as a three-family extension of the 2× 2 Cabibbo matrix proposed
in 1963 by Nicola Cabbibo [34].

2The neutral kaons are created in their strong (mass) eigenstates K0(ds) and K0(ds), but decay
as the weak eigenstates K0

L and K0
S . The K0

L and K0
S differ massively in their lifetimes τK0

L
=

(5.116± 0.021)× 10−8 and τK0
S

= (8.954± 0.004)× 10−11, but are very similar, although not identical,
in masses: mK0

L
−mK0

S
= (3.484± 0.006)× 10−12 MeV/c2 [18]. The charged kaons are both created

and decay as K±.

5



1.1. Historical Overview

The CKM matrix, discussed in more detail in Appendix A, mixes the strong/mass
quark eigenstates d, s, b into the weak eigenstates d′, s′, b′ and can be expressed in terms
of four parameters: three real Euler angles and one complex phase, which introduces
the direct CP violation into the SM. The direct CP violation was discovered by the
NA31 experiment at CERN in studies of rare decays of neutral kaons in 1990s [35].
The discovery was later confirmed by its successor, NA48 [36] and independently by
the KTeV experiment [37].

The size of the indirect and direct CP violation contributions to the amplitudes of
neutral kaon decays producing pion pairs is given by two parameters ε and ε′, related
to the ratios of kaon decay amplitudes in the following way [38, 39]

ε+ ε′ = A(KL → π+π−)
A(KS → π+π−) ,

ε− 2ε′ = A(KL → π0π0)
A(KS → π0π0) . (1.3)

The decay amplitude ratios were measured by the NA48 and KTeV experiments, giving
the current world average value of ε′/ε [40]

Re
(
ε′

ε

)
Exp

= (16.6± 2.3)× 10−4, (1.4)

while the current computations within the SM predict the value

Re
(
ε′

ε

)
SM

= (1.9± 4.5)× 10−4, (1.5)

showing ∼ 3σ discrepancy between the SM prediction and the experimental value.

The world average value for the indirect CP violation parameter is

|ε| = (2.228± 0.011)× 10−3, [18] . (1.6)

One of the most anticipated results in kaon physics today are measurements of branching
fractions of K → πνν̄ decays currently performed at the NA62 experiment at CERN
[26, 41] and at the KOTO experiment in Japan [42]. Results from these experiments can
be used for independent fit of the full CKM unitarity triangle described in Appendix A.
More details are given in the following section 1.2.

Since the presented thesis focuses on positive kaon decays at the NA62 experiment, we
list here (Table 1.1) the most relevant charged kaon decay modes together with their
measured branching fractions.

6



1.2. K → πνν̄ Decays

Decay mode Abbreviation Type Branching fraction (B)
K+ → µ+νµ Kµ2 leptonic (63.56± 0.11)%
K+ → π+π0 K2π hadronic (20.67± 0.08)%
K+ → π+π+π− K3π hadronic (5.583± 0.024)%
K+ → π0e+νe Ke3 semileptonic (5.07± 0.04)%
K+ → π0µ+νµ Kµ3 semileptonic (3.352± 0.033)%
K+ → π+π−e+νe Ke4 semileptonic (4.247± 0.024)× 10−5

K+ → π+π−µ+νµ Kµ4 semileptonic (1.4± 0.9)× 10−5

K+ → π+e+e− Kπee semileptonic (3.00± 0.09)× 10−7

K+ → π+µ+µ− Kπµµ semileptonic (9.4± 0.6)× 10−8

K+ → e+νee
+e− Keνee leptonic (2.48± 0.20)× 10−8

K+ → µ+νµµ
+µ− Kµνµµ leptonic < 4.1× 10−7 at 90% CL

K+ → π+νν̄ Kπνν semileptonic (1.7± 1.1)× 10−10

Table 1.1: Positive kaon decays relevant for this thesis and their measured branching
fractions, [18].

1.2 K → πνν̄ Decays

The NA62 experiment at CERN aims to measure the branching fraction of the charged
variant of the FCNC K → πνν̄ decays, namely the K+ → π+νν̄ decay to a 10%
precision. This section describes the current theoretical understanding of this process
within the SM framework and possible scenarios of an emergence of beyond the SM
physics. Previous experimental measurements of the K+ → π+νν̄ decay are discussed
as well.

1.2.1 K → πνν̄ in the Standard Model

The semileptonic kaon decays K → πνν̄ are of great interest to the contemporary
flavour physics due to their theoretically clean nature [43, 44, 45]. The most recent
summary of the physics of these decays has been given in [46] with the theoretical
predictions for the K → πνν̄ branching fractions

B(K+ → π+νν̄)SM = (8.4± 1.0)× 10−11,

B(KL → π0νν̄)SM = (3.4± 0.6)× 10−11, (1.7)

7



1.2. K → πνν̄ Decays

where the dominant part of the errors originates from the the uncertainties on the CKM
matrix parameters |Vcb|, |Vub| and γ, as can be seen from the following relations [46]

B(K+ → π+νν̄)SM = (8.39± 0.30)× 10−11
[

|Vcb|
40.7× 10−3

]2.8 [
γ

73.2°

]0.74
,

B(KL → π0νν̄)SM = (3.36± 0.05)× 10−11
[

|Vub|
3.88× 10−3

]2

·

·
[

|Vcb|
40.7× 10−3

]2 [ sin(γ)
sin(73.2°)

]2

, (1.8)

where the formula for B(KL → π0νν̄)SM is exact and the formula for B(K+ → π+νν̄)SM
is approximate to within 1%, depending on the actual choice of |Vcb| and γ.

The charged kaon decay K+ → π+νν̄ is dominated by short-distance contributions
from one-loop penguin and box diagrams (shown in Fig. 1.1) and is suppressed by a
power-like GIM mechanism [19].

s̄

ū, c̄, t̄

d̄

W+ W+

Z
ν

ν̄

s̄ s̄d̄

d̄

W+

W+

ū, c̄, t̄

Z
ν

ν

ν̄

ν̄

ū, c̄, t̄ e, µ, τ
W−

(a) (b) (c)

Figure 1.1: Diagrams showing dominant contributions to Kπνν decay, [43].

The K+ → π+νν̄ branching fraction can be written as [46]

B(K+ → π+νν̄)SM = κ+(1 + ∆EM)·

·

(Imλt
λ5 X(xt)

)2

+
(
Reλc
λ

Pc(X) + Reλt
λ5 X(xt)

)2
 , (1.9)

with xt = m2
t/M

2
W withmt andMW being masses of top quark andW boson respectively

[18], λ = |Vus|, λi = V ∗isVid, ∆EM = −0.003 accounts for electromagnetic radiative
corrections, functions X(xt) and Pc(x) describe top and charm loop contributions (for
more details, see [46]). The relevant hadronic matrix elements are included in factor
κ+, measured from semileptonic kaon decays and equal to

κ+ = (5.173± 0.025)× 10−11
[

λ

0.225

]8

. (1.10)
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1.2. K → πνν̄ Decays

1.2.2 K → πνν̄ Beyond the Standard Model

When investigating possible NP scenarios from the perspective of flavour physics, it is
instructive to look at more than one single process. Correlations of carefully chosen
observables may not only indicate the presence of NP, but may also hint at the type of
NP scenario at play.

As already stated in the previous subsection 1.2.1, one such pair of processes are the
K → πνν̄ decays. In addition to these, decays of B mesons, mainly B → µ+µ−, play
an important role in searches for NP as well [46].

The most recent measurement of the Bs → µ+µ− decay was performed by the LHCb
Collaboration [47] and reads

B(Bs → µ+µ−)Exp =
(
3.0± 0.6stat + (+0.3

−0.2)syst
)
× 10−9, (1.11)

where B represents average time-integrated branching fraction, defined in [48], while
the current theoretical prediction is equal to [49]

B(Bs → µ+µ−)SM = (3.65± 0.23)× 10−9 . (1.12)

Figure 1.2 shows correlations of the above mentioned branching fractions for various
values of the CKM angles γ and β [46]. Dashed regions correspond to 68% CL determined
by the uncertainties on all inputs except the angles γ (left) and β (right). Filled regions
are defined only by the uncertainties on the remaining CKM parameters.

Figure 1.2: Correlations between B(Bs → µ+µ−) and B(K+ → π+νν̄) for different
values of γ (left) and correlations between B(KL → π0νν̄) and B(K+ → π+νν̄) for
different values of β (right), [46].

In light of the upcoming measurements of K+ → π+νν̄ decay by NA62 and KL → π0νν̄

by the KOTO [42] experiment3, a summary of selected NP scenarios was given in
3http://koto.kek.jp/pub/p14.pdf
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1.2. K → πνν̄ Decays

[50, 51]. Among these scenarios are Littlest Higgs models [52, 53], Z ′ models [54],
Minimal Supersymmetric SM [55, 56] or LFUV models [57].

Figure 1.3 (left) shows the correlations between KL → π0νν̄ and K+ → π+νν̄ decay
branching fractions for three main categories of NP scenarios [51]:

• Red region represents models with general left-handed and right-handed NP
couplings. In these models no correlation between B(KL → π0νν̄) and B(K+ →
π+νν̄) is present.

• Green region corresponds to NP scenarios with a CKM-like structure of flavour
interactions obeying constrained Minimal Flavour Violation.

• Blue region is defined by models with new flavour or CP -violating interactions
with only left-handed or right-handed currents fully dominating.

In light of the recently observed tensions between SM and experiment observed in
B-sector and discussed in subsection 1.3.1, prospects of LFU tests in correlations of
K+ → π+νν̄ and B → K∗+νν̄ decays have been investigated in [51] and are shown in
Fig. 1.3.

Figure 1.3: Left: correlation between B(KL → π0νν̄) and B(K+ → π+νν̄) in three main
categories of NP scenarios (see details in the text), [51]. Right: correlation between
B(K+ → π+νν̄) and B(B → K∗+νν̄) for different values of LFUV NP parameters (blue
and red regions), together with the SM value (star) and experimental values (grey and
green regions). More details can be found in [57].

1.2.3 Experimental Status of K → πνν̄ Measurements

The most recent result on the KL → π0νν̄ decay branching fraction was achieved by the
KOTO experiment in 2018 [58, 42]. The experiment is situated at the J-PARC Hadron
Experimental Facility4 in Japan and uses neutral kaon beam generated from a primary
30 GeV/c protons impinging on a gold target. The neutral kaons KL decay inside a

4https://j-parc.jp/en/date.html
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1.2. K → πνν̄ Decays

3-metre-long decay volume with decay products detected by photon and charged particle
vetoes and the CSI electromagnetic calorimeter. The KL → π0νν̄ event signature is a
pair of photons from π0 → γγ decays reconstructed in CSI with “nothing else” in the
detector.

Figure 1.4: Schematic view of the KOTO experiment, [42]. KL beam comes from the
left. Sub-detectors shown in blue (green) are photon (charged particle) vetoes. CSI
(shown in red) is the main electromagnetic calorimeter.

The recent analysis of 2015 data presented in [42] found no signal candidate events and
the upper limit at 90% CL on B(KL → π0νν̄) was set to be

B(KL → π0νν̄)Exp < 3.0× 10−9, (1.13)

which is almost an order of magnitude better that the previous upper limit set by the
E391a experiment at the KEK 12-GeV proton synchrotron [59]. Figure 1.5 shows the
remaining data and Monte Carlo (MC) events after the full KL → π0νν̄ event selection
together with the signal region definition. To reach the SM sensitivity in next years,
various upgrades are planned both for the beam line and the KOTO detector itself.

Figure 1.5: Reconstructed π0 transverse momentum versus π0 decay vertex Z position
measured by the KOTO experiment, [42]. The signal region is surrounded by red lines.
The pink contour corresponds to KL → π0νν̄ MC events passing the event selection.

The best measurement of the K+ → π+νν̄ (Kπνν) branching fraction to date was
done by the stopped-kaon experiments E787 and E949 at the Brookhaven National
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Laboratory5 [60], and reads

B(Kπνν)Exp = (17.3+11.5
−10.5)× 10−11 . (1.14)

This result (Fig. 1.6) comes from the total number of seven Kπνν decay candidates.

Figure 1.6: The seven K+ → π+νν̄ signal events selected by the E787 and E949 analyses.
The solid and dashed lines define signal regions. See [60] for more details.

A completely new technique of Kπνν branching fraction measurement using kaon decays
in-flight is being exploited at the NA62 experiment6 at CERN. The most recent result [41]
from data collected by NA62 in 2016 reports one event observed in the predefined signal
regions, which gives an upper limit on the Kπνν branching fraction B(Kπνν) < 14×10−10

at 95% confidence level. The corresponding Kπνν analysis is summarised in chapter 4.

1.3 K → πl+l− Decays

In this section we give the motivation for the measurement, summarise theoretical
description and list previous analyses focusing on rare kaon decays K → πl+l− with an
emphasis on the charged decay modes K+ → π+l+l−.

1.3.1 Connection to the Current B-sector Anomalies

The rare kaon decays K± → π±l+l− (Table 1.1) are excellent processes for studies of
physics involving FCNC within the SM. Moreover, precise measurements of parameters
of both K+ → π+µ+µ− (Kπµµ) and K+ → π+e+e− (Kπee) modes represent a potential
test of the LFU. Due to the recently observed tensions (sometimes referred to as

5https://www.bnl.gov/world/
6http://na62.web.cern.ch/NA62/
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anomalies) in B-physics discussed in large extent in [21, 22, 23, 24, 25, 61], studies
challenging LFU are becoming increasingly important when searching for NP.

Statistically significant discrepancies in B-sector today are:

• Approximately 2.5σ tension in P ′5 variable (defined in [62]) prediction and LHCb
measurement [21] in B → K∗µ+µ− decays was observed. More details are given
for example in [63] or [22].

• More importantly for the presented work, a discrepancy of ∼ 2.6σ between the
SM prediction of

(RK)SM = B(B+ → K+µ+µ−)
B(B+ → K+e+e−) = 1.0003± 0.0001, [64] (1.15)

and the experimental value measured by the LHCb experiment

(RK)Exp = 0.745 + (+0.090
−0.074)stat ± 0.036syst, [23] (1.16)

in the 1 < m2
ll < 6 GeV2/c4 range suggests possibility of LFU violation.

• Another hint of LFUV was also observed in B decays involving third lepton family,
namely in variable R(D∗) with the SM prediction equal to

R(D∗)SM = B(B → D∗+τ−ντ )
B(B → D∗+µ−νµ) = 0.252± 0.003, [65] (1.17)

and the LHCb measurement

R(D∗)Exp = 0.336± 0.027stat ± 0.030syst, [24], (1.18)

which constitutes ∼ 3σ discrepancy.

In light of these observed tensions, investigations of possibilities to probe LFUV and
LFV at NA62 and other kaon experiments have been carried out in [66]. Charged kaon
decays K± → π±l+l− are mentioned as examples of LFUV tests. We will discuss this
more at the end of subsection 1.3.4. Searches for LFV decays K+ → π+l+1 l

−
2 can be

performed at NA62 as well.

1.3.2 K± → π±l+l− Decay Width

An extensive work [67, 68, 69, 70, 71] has been done towards theoretical understanding
of K± → π±l+l− decays, mainly their dominant contributions mediated by one virtual
photon exchange K± → π±γ∗ → π±l+l− and involving long-distance hadronic effects.
As these effects are difficult to describe, the calculations were done in the scope of the
Chiral Perturbation Theory (ChPT) up to the next-to-leading order (NLO) [69] as
well as in the combined framework of the ChPT and the Large-Nc QCD [70]. More
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recent attempts of lattice QCD calculations of K± → π±l+l− amplitudes [72] are still
operating with unphysical meson masses.

Since the presented thesis is focused on the muonic decay mode K+ → π+µ+µ− (Kπµµ),
from now on we substitute muons in place of the out-going leptons in K± → π±l+l−.
Assuming LFU, all relations hold also for the electron mode as long as proper lepton
mass is used.

At low energies, the Kπµµ decay is described by an effective theory derived in [67, 69].
The dominant long-distance contribution to the Kπµµ decay, originating from the
radiative transition K+ → π+γ∗, is given by the effective lagrangian of the ChPT [67]

Leff = −1
4FµνF

µν + Lstrong + Lelmag −
GF√

2
VudV

∗
us

(
L∆S=1 + L elmag

∆S=1

)
, (1.19)

where Fµν is the electromagnetic field strength tensor, Lstrong is a non-linear sigma model
lagrangian describing the chiral low-energy limit of QCD, Lelmag is an electromagnetic
interaction lagrangian, L∆S=1 and L elmag

∆S=1 are strangeness-changing (∆S = 1)
non-leptonic weak lagrangians.

γ(q)

π

π

K(k) π(p)

K

γ(q)

K
K

K(k) π(p)

π

(b) (c)

γ(q)

K,π

K(k) π(p)

(d)

γ(q)

K,π

π(k) π(p)

(e)

K(k)

γ(q)

πK

K(k) π(p)

(a)

γ(q)

K,π

K(p) π(p)

(f )

K(k)

Figure 1.7: One-loop diagrams contributing to the K+ → π+γ∗ process, [67].

The amplitude of the transition K+ → π+γ∗ vanishes at tree-level [67] and the first
non-zero contribution to this process comes from one-loop diagrams displayed in Fig.1.7
with the four different vertices originating from four interaction lagrangians in Eq. 1.19:

• vertices shown as filled circles come from Lelmag,

• vertex shown as a filled square comes from L elmag
∆S=1,

• vertices shown as empty circles come from Lstrong and

• vertices shown as empty squares come from L∆S=1.
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Let us denote the momenta of the particles involved in the K+ → π+µ+µ− decay in
the following way

K+(k)→ π+(p)µ+(q+)µ−(q−) . (1.20)

The evaluation of one-loop contributions proportional to (k + p)µ and shown in Fig. 1.7
was done in [67]. All diagrams can be expressed in terms of a function I(q2,m2

1,m
2
2)

dependent on the meson masses m1 and m2 and the momentum q = q+ + q− of the
virtual photon

I(q2,m2
1,m

2
2) = 1

16π2

[
ν−ε

3ε̂
[
3(m2

1 +m2
2)− q2

]
+ J(q2,m2

1,m
2
2, ν

2)
]
, (1.21)

with

1
ε̂

= −1
ε

+ 1
2 (γE − log(4π)− 1) +O(ε),

γE ' 0.577 (Euler’s constant),
dimension = 4− ε,

J(q2,m2
1,m

2
2, ν

2) =
1∫

0

dξ
[
m2

1(1− ξ) +m2
2ξ − q2ξ(1− ξ)

]
×

× log
[
m2

1(1− ξ) +m2
2ξ − q2ξ(1− ξ)

]
/ν2, (1.22)

where ν is an arbitrary renormalisation scale. Function I(q2,m2
1,m

2
2) does not vanish

for q2 = 0 due to contributions from additional diagrams proportional to (k + p)µ not
directly dependent on q2 but dependent on m2

1 and m2
2. However, gauge invariance

dictates that the overall coefficient of (k + p)µ terms is proportional to q2. Thus the
universal function Î(q2,m2

1,m
2
2) can be obtained from I(q2,m2

1,m
2
2) by subtracting its

value at q2 = 0
Î(q2,m2

1,m
2
2) = I(q2,m2

1,m
2
2)− I(0,m2

1,m
2
2) . (1.23)

Defining functions FKK , FKπ and Fππ such that

FKK = Î(q2,M2
K ,M

2
K),

FKπ = Î(q2,M2
K ,m

2
π),

Fππ = Î(q2,m2
π,m

2
π), (1.24)

where MK and mπ are nominal charged kaon and pion masses [18] respectively, one can
write contributions to the K+ → π+γ∗ amplitude from one-loop diagrams in Fig. 1.7 in
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the following way [67]

Diagram (a) = FKπ,

Diagram (b) = M2
KFKK −m2

πFKπ
m2
π −M2

K

,

Diagram (c) = m2
πFππ −M2

KFKπ
M2

K −m2
π

,

Diagram (d) = FKK + Fππ,

Diagram (e) = M2
K

m2
π −M2

K

(FKK + 2Fππ) ,

Diagram (f) = m2
π

M2
K −m2

π

(Fππ + 2FKK) . (1.25)

Summing all these one-loop contributions yields divergent result. The divergencies are
cancelled out by adding tree-level contributions from an effective electroweak chiral
lagrangian to fourth order in derivatives and meson masses [67].

Combining the one-loop contributions from the lowest-order effective chiral lagrangian
with tree-level contributions from the 4-th order lagrangian, a final decay amplitude is
obtained, shown here using conventions listed in [69]

A
(
K+(k)→ π+(p)µ+(q+)µ−(q−)

)
= − e2

M2
K(4π)2W (z)(k + p)µū(q−)γµv(q+), (1.26)

where k2 = M2
K , p2 = m2

π, q = k − p = q+ + q−, z = q2/M2
K , γµ are gamma matrices,

u and v are fermionic fields corresponding to outgoing muons, and W (z) is a form
factor describing dynamics of the decay. We postpone the discussion of the various
parametrisations of the form factor to the following subsection.

Finally, the differential decay width in terms of the di-muon invariant mass is7

dΓ0

dz = α2MK

12π(4π)4λ
3/2(1, z, r2

π)
√

1− 4
r2
µ

z

(
1 + 2

r2
µ

z

)
|W (z)|2, (1.27)

with ri = mi/MK , λ(a, b, c) = a2 + b2 + c2 − 2(ab+ ac+ bc) and 4r2
µ ≤ z ≤ (1− rπ)2.

1.3.3 Coulomb Corrections

Corrections arising from long-distance electromagnetic interactions between pairs of
Kπµµ decay products are of an order of a few percent [73] and therefore have to be taken
into account. In order to accommodate Coulomb corrections to the Kπµµ differential
decay width, one needs to start with a two dimensional d2Γ0/dxdz rather than dΓ0/dz

7The “0” in the subscript of the differential decay width dΓ0/dz is meant to indicate that the
Coulomb corrections have not been applied yet.
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shown in Eq. 1.27. The reason is that the Coulomb corrections depend on the relative
velocities of the decay products [73] and a single kinematic variable z is insufficient to
obtain all relative velocities for a particular decay event: the Kπµµ decay is completely
described in terms of two kinematic variables

x = M(π+, µ+)/M2
K = (p+ q+)2/M2

K ,

z = M(µ+, µ−)/M2
K = (q+ + q−)2/M2

K , (1.28)

where M(i, j) is the invariant mass of particle pair i, j. The (Coulomb) uncorrected
two-dimensional differential decay width is given by formula [71]8

d2Γ0

dxdz = α2MK

8π(4π)4η(x, z)|W (z)|2, (1.29)

with

η(x, z) =
(
2x+ z − 2− 2r2

µ

) (
−2x− z + 2r2

π + 2r2
µ

)
+ z(z − 2− 2r2

π) . (1.30)

The uncorrected decay width shown in Eq. 1.29 is corrected for long-distance Coulomb
interactions using functions ΩC(sij) [73]

d2Γ
dxdz ≡

d2Γ0

dxdz ×
d2ΓCoulomb

dxdz = d2Γ0

dxdz × ΩC(sπ+µ+)× ΩC(sπ+µ−)× ΩC(sµ+µ−), (1.31)

where sij = (pi + pj)2 and (ij) ∈ {π+µ+, π+µ−, µ+µ−}. The Coulomb term for each
particle pair (ij) in the final state is defined as

ΩC(sij) = 2παQiQj

βij(sij)
×
[
e

2παQiQj
βij(sij) − 1

]−1

, (1.32)

with

βij(sij) =
[
1−

4m2
im

2
j

(sij −m2
i −m2

j)2

]1/2

. (1.33)

We rewrite the sij in terms of variables x and z in the following way

sµ+µ− = zM2
K ,

sπ+µ+ = xM2
K ,

sπ+µ− = (1− x− z)M2
K +m2

π + 2m2
µ . (1.34)

8At this place we would like to point out a factor 2 discrepancy between formulas (39) and (40) in
[71]. In Fig.1.9 (left) of the presented work, one can see the plot of equation (40) in red and a plot of
integrated equation (39), multiplied by a factor of 2, in green.
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Figure 1.8: Left: Kπµµ decay Dalitz plot (i.e. d2Γ/dxdz) with Coulomb corrections
applied. Right: Coulomb corrections (i.e. d2ΓCoulomb/dxdz). The correction is most
significant for regions where the pairs of decay products have small relative velocities. It
is enhancing for oppositely charged particles and diminishing for likely charged particles.
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Figure 1.9: Left: Kπµµ differential decay width dΓ/dz with and without Coulomb
corrections. Green line is meant as a sanity check: it represents our numerically
integrated 2D decay width d2Γ/dxdz along x when no Coulomb corrections are applied.
It is identical to the red line, which is a plot of formula 1.27, found for example in [69].
Right: d2ΓCoulomb/dz computed as a ratio of the blue and green curves in the left plot.
The correction diverges in the limit of low z, which corresponds to zero relative velocity
of the muon pair.

The uncorrected decay width dΓ0/dz as well as the effect of Coulomb corrections
is shown in figures 1.8 and 1.9. The plots are obtained using the form factor W (z)
parameters set to the values measured by the NA48/2 [74] (see below). For this
particular choice of the form factor parameter values, the Coulomb corrections amount
to ≈ 3% increase in the total Kπµµ branching fraction.
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Let us now discuss the various parametrisations of the form factor W (z). The NA48/2
paper [74], being the latest publication regarding the measurement of the Kπµµ decay,
examines the following W (z) parametrisations:

1. Linear: W (z) = GFM
2
Kf0(1 + δz), where GF is the Fermi coupling constant and

f0 and δ are free parameters,

2. NLO in the ChPT [69]: W (z) = GFM
2
K(a + bz) + W ππ(z) with a and b as free

parameters and W ππ(z) explicitly calculated in [69] and shown in Eq. 1.36,

3. Combined framework of the ChPT and the large-Nc QCD [70], where W (z) ≡
W (w̃, β, z) with w̃ and β as free parameters,

4. ChPT parametrisation [71] involving meson form factors, where W (z) ≡
W (Ma,Mρ, z) with Ma and Mρ as free parameters.

For the purposes of this work, we chose the parametrisation in the scope of the ChPT
shown in the second point

W (z) = GFM
2
K(a+ bz) +W ππ(z), (1.35)

with the pion loop term W ππ(z), arising from contributions of K+ → π+π+π− with
π+π− → γ∗ rescattering, given by [69]

W ππ(z) = 1
r2
π

[
α + β

z − z0

r2
π

]
F (z)χ(z), (1.36)

where α = −20.6 · 10−8, β = −2.8 · 10−8, z0 = 1/3 + r2
π, the electromagnetic form factor

F (z) for transition π+π− → γ∗ is equal to F (z) = 1 + z/2.5, and the one-loop function

χ(z) = 4
9 −

4r2
π

3z −
1
3

(
1− 4r2

π

z

)
G(z/r2

π),

G(t) =


√

4/t− 1 arcsin(
√
t/2) t ≤ 4

−1
2

√
1− 4/t

[
ln 1−
√

1−4/t
1+
√

1−4/t
+ iπ

]
t > 4

. (1.37)

For a more convenient implementation of the form factor into the fitting algorithm, we
decompose W (z) into the real and imaginary parts WRe(z) and WIm(z)9.

9This decomposition is almost trivial, as can be seen from equations 1.35 - 1.37, but it helped
improving the speed of the fitting algorithm significantly. More details on this subject can be found in
Appendix B.
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Figure 1.10: Kπµµ differential decay width for various values of parameter a (left) and
parameter b (right).

Using Kπµµ decays, the NA48/2 experiment measured the form factor parameters a
and b to be [74]

aµNA48/2 = −0.575± 0.038stat. ± 0.006syst. ± 0.002ext. = −0.575± 0.039total,

bµNA48/2 = −0.813± 0.142stat. ± 0.028syst. ± 0.005ext. = −0.813± 0.145total, (1.38)

while with the Kπee sample, the parameters were determined to be [75]

aeNA48/2 = −0.578± 0.012stat. ± 0.008syst. ± 0.007ext. = −0.578± 0.016total,
beNA48/2 = −0.779± 0.053stat. ± 0.036syst. ± 0.017ext. = −0.779± 0.066total . (1.39)

The Monte Carlo decay generator used in the NA62 software framework10 generates
Kπµµ events with parameters

aNA62 MC = −0.584 bNA62 MC = −0.700, (1.40)

which is an average of the NA48/2 and E865 results [74, 75, 76, 77].

Figure 1.10 shows the dependence of the differential decay width dΓ/dz on the values
of form factor parameters a and b with the central values taken from Eq. 1.38.

Theoretical predictions for the Kπµµ decay branching fraction are usually shown
parametrised in terms of form factor parameters [68, 69, 78]. Some publications
use experimental results from the electron modes K± → π±e+e− to give predictions on

10https://na62-sw.web.cern.ch/sites/na62-sw.web.cern.ch/files/doxygen/index.html
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1.3. K → πl+l− Decays

the full Kπµµ decay branching fraction. We quote two such predictions

BSM(Kπµµ) = (8.7± 2.8)× 10−8 [70], BSM(Kπµµ) = (12± 3)× 10−8 [71] . (1.41)

1.3.4 Previous Measurements

In this subsection, a list of previous Kπµµ decay measurements together with their
results is given. The list is shown in the chronological order and is based on the PDG
Listings [18].

E787 experiment at the BNL, 1997, [79] – was a stopped-kaon experiment carried
out at the Brookhaven Alternating Gradient Synchrotron (AGS) using the E787 detector.
The data taking took place in 1989 and 1991, during which a sample of 207 Kπµµ

candidate events was observed, and the Kπµµ branching fraction was determined to be

BE787(Kπµµ) = (5.0± 0.4stat ± 0.7syst ± 0.6th)× 10−8 . (1.42)

It should be noted that this result is highly (∼ 4σ) inconsistent with later results
[76, 80, 74]. Additionally, [79] mentions ∼ 2σ inconsistency in the linear form factor
slope with respect to the measurement of the K+ → π+e+e− decay [81]. Assuming
lepton universality is true, one could argue that the observed discrepancy was caused
by an unknown systematic uncertainty that was not accounted for.

E865 experiment at the BNL, 2000, [76] – was also performed on the AGS. The
E865 detector was primarily designed to search for the lepton number violating process
K+ → π+µ+e−. From the total sample of 402 Kπµµ candidate events, the Kπµµ

branching fraction was measured to be

BE865(Kπµµ) = (9.22± 0.60stat ± 0.49syst)× 10−8 , (1.43)

The slope of the form factor in the linear parametrisation was determined to be
δ = 2.45+1.30

−0.95. The experiment also measured Kπee decay form factor parameters aE865
and bE865 in the parametrisation shown in Eq. 1.35 with results

aeE865 = −0.587± 0.010, beE865 = −0.655± 0.044, [77]. (1.44)

HyperCP experiment (E871) at Fermilab, 2001, [80] – was carried out in the
Meson Center beam line of Fermilab, primarily designed for studies of CP violation
in Ξ/Ξ and Λ/Λ decays. The data taking took place in 1997 and 1999. Based on the
analysis of the 1997 data, which registered a total number of 110 Kπµµ candidate events,
the measured Kπµµ branching fraction was

BE871(Kπµµ) = (9.8± 1.0stat ± 0.5syst)× 10−8 , (1.45)
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consistent with the E865 measurement.

NA48/2 experiment at CERN, 2011, [74] – was the preceding experiment to the
current NA62 experiment. The data was taken during 2003 and 2004, and a Kπµµ

candidate sample of 3120 events was collected (∼ 4.5 times larger than all the previous
experiments combined).

In order to measure the branching fraction of the Kπµµ decay, normalisation on a
kinematically similar K+ → π+π+π− decay was used. The invariant mass spectra
obtained after applying the corresponding event selections are showed in Fig. 1.11.

Figure 1.11: (a) Invariant mass of the reconstructed Kπµµ candidate events together
with the remaining K3π background. (b) Invariant mass of the reconstructed K3π events
used for normalisation. Arrows indicate signal regions.

The NA48/2 measured the Kπµµ branching fraction to be

BNA48/2(Kπµµ) = (9.62± 0.21stat ± 0.11syst ± 0.07ext)× 10−8 . (1.46)

The final spectrum of the z variable defined in Eq. 1.28 and the resulting dΓ/dz
distribution are shown in Fig. 1.12. The remaining background contamination is at the
level of (3.3± 0.7)%.

An extensive study of the form factor parametrisations was also performed, obtaining
the slope of the linear parametrisation δ = 3.11± 0.56stat ± 0.11syst. Parameters a and
b measured by the NA48/2 experiment are shown11 in Eq. 1.38 and Eq. 1.39.

As seen from Eq. 1.44, Eq. 1.38 and Eq. 1.39, previous measurements of Kπµµ and Kπee

form factor parameters show consistent results between the electron-producing and
muon-producing decay modes. However, there is still room for improvement, especially
in the case of Kπµµ parameters, where the error on bµ is 2 to 3-times larger than the

11For the values of other parameters in parametrisations listed in subsection 1.3.2, please see the
original publication [74].
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Figure 1.12: (a) Reconstructed spectrum of the kinematic variable z defined in Eq. 1.28
for Kπµµ candidate events together with the remaining K3π background. (b) Final
dΓ/dz spectrum fitted with the theoretical function.

error on be from Kπee decays.

The main analysis of the presented thesis can be regarded as a preliminary measurement
of the Kπµµ form factor parameters by the NA62 experiment. Once the full dataset
collected in 2017 and 2018 is analysed, the cumulative Kπµµ sample will be the largest
one in the world – larger by at least a factor of 5 compared to the NA48/2 Kπµµ sample.
If the final systematic uncertainties can be held reasonably low (see section 2.15 for
more details), the NA62 has a potential to challenge the LFU or at least improve the
previous measurements [74, 75, 77].
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2 Measurement of K+ → π+µ+µ− Decay
Form Factor

2.1 Analysis Strategy

The main goal of the NA62 experiment, a measurement of the K+ → π+νν̄ decay
branching fraction, requires a high intensity kaon beam, a detector setup comprising
precise particle tracking and timing and high-efficiency particle identification (PID) and
photon detection. This allows for studies of other rare processes to be performed at
NA62 in parallel to the main decay mode analysis.

One of the most interesting kaon decay channels is the semileptonic decay K+ →
π+µ+µ− (Kπµµ), theoretically described in section 1.3. An analysis of the Kπµµ decay
with a measurement of the form factor parameters a and b (Eq. 1.35) is the main goal
of the presented thesis and was also summarised in an NA62 internal note [82].

A measurement of both form factor parameters is equivalent to the simultaneous
determination of the overall scale and shape of the differential decay width (Eq. 1.31
and Eq. 1.35). This implies that the obtained sample of Kπµµ decays needs to be
properly normalised using another K+ decay channel. The K+ → π+π+π− (K3π) decay
was selected as the normalisation in our analysis for two main reasons.

Firstly, the K3π decay is abundant (Table 1.1), which allows for the collection of a large
K3π sample, practically eliminating the systematic uncertainty on Kπµµ form factor
parameters arising from the normalisation.

Secondly, the K3π decay is kinematically similar to the Kπµµ decay — it contains
three charged tracks originating from a common vertex and no other particles in the
final state, which allows for minimal differences in the corresponding event selection
procedures described in section 2.8, section 2.9 and section 2.10, thus reducing both
the complexity of the analysis as well as various possible systematic effects.

Due to the similarity between the signal and the normalisation channels and relatively
small branching fractions of other three-track decay modes, the K3π decay channel is
also the most important potential source of background in the selected Kπµµ sample.
Therefore, the PID and a small difference in decay kinematics play a crucial role in the
suppression of the K3π background. The NA62 beam and sub-detectors used in our
analysis are described in section 2.2.

In order to determine acceptances of the developed signal and normalisation event
selections, we used simulated Monte Carlo (MC) samples of Kπµµ and K3π decays.
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Comparisons of various distributions obtained from data and MC are made to validate
the event selections and to justify the measured acceptances. We describe the MC
simulation procedure in section 2.3, summarise the used MC samples in section 2.4 and
show the data-MC comparison plots in section 2.11.

The data sample employed in this analysis was recorded in September and October
2017 with relatively stable data taking conditions. The collected NA62 dataset is split
into smaller units called runs, which themselves consist of O(1k) bursts. Runs represent
periods of stable data taking conditions and usually span a few hours, while bursts
correspond to data recorded in individual few-seconds-long SPS spills (subsection 2.2.1).
A more detailed description of the used dataset is given in section 2.4.

Relatively minor variations in data taking conditions and possible systematic shifts in
reconstructed quantities are accounted for by applying corrections to the reconstructed
track momenta and cluster energies. Both are summarised in section 2.6.

Additionally, we use specialised tools to inject accidental hits into pure reconstructed
MC events containing one single kaon decay. This is done in order to emulate the pileup
observed in data, caused either by decays of other particles present in the high-intensity
NA62 beam or by the presence of a muon halo accompanying the beam. The pileup
generators are described in section 2.6.

In our analysis, we make use of the NA62 software framework1 developed by the members
of the Collaboration in C++ with an extensive use of CERN ROOT library [83]. The whole
framework consists of three packages: NA62MC (section 2.3), NA62Reconstruction
(section 2.5) and NA62Analysis (containing tools necessary for any NA62 data analysis).

The Kπµµ signal and K3π normalisation data samples were collected using separate
trigger streams described in subsection 2.2.11. Measurements of the underlying trigger
efficiencies play a crucial role in the presented analysis since they affect both the shape
and the scale of the resulting Kπµµ z spectrum (Eq. 1.28). In the case of the trigger
stream used for collecting the K3π normalisation channel, it was possible to measure
the corresponding trigger efficiencies directly from data.

However, due to the limited number of observed Kπµµ decays in data and non-existence
of other non-rare K+ decay producing a muon pair, it was impossible to reliably measure
the trigger efficiency of the trigger stream used for collecting the Kπµµ signal events.
To address this issue, detailed L0 and simplified L1 trigger emulators were developed,
tuned and applied on MC samples on an event-by-event basis, using the accept/reject
method. They are described in detail in subsection 2.6.6.

The z spectrum obtained from the Kπµµ data candidates is compared to the z spectrum
of weighted Kπµµ MC events using a fitting procedure described in Appendix B. The
form factor parameters a and b are determined based on the best agreement between the

1https://na62-sw.web.cern.ch/sites/na62-sw.web.cern.ch/files/doxygen/index.html
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data and the weighted MC z spectra. The total Kπµµ branching fraction is computed
by numerical integration of the d2Γ/dxdz function shown in Eq. 1.31. We summarise
the results of the form factor measurement in section 2.13.

Finally, systematic uncertainties on the form factor parameters and the Kπµµ branching
fraction arising from track reconstruction efficiency, trigger efficiency, beam tuning,
pileup and several other effects are estimated in section 2.15.

Final result including all systematic uncertainties and a comparison with the previous
measurements is given in section 2.16.

2.2 NA62 Detector Setup in 2017

This section contains a description of the NA62 detector setup. The information
presented here is based on the NA62 Technical Design Document [84] and the most
recent publication describing the NA62 detector design and performance [26]. The
NA62 detector is located in the CERN North Area, see Fig. 2.1. Figure 2.2 shows a
simplified scheme of the NA62 detector.

Figure 2.1: Scheme of the CERN accelerator complex. The NA62 experiment is situated
in the North Area2.

2.2.1 Beam Line

The NA62 beam is produced from a primary beam of 400 GeV/c SPS protons delivered
in spills (sometimes called bursts) lasting a few seconds (3 s effective) with ∼ 10 seconds

2http://en.wikipedia.org/wiki/File:Cern-accelerator-complex.svg
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Figure 2.2: Simplified NA62 detector layout [26] in XZ (top) and YZ (bottom) views.
Beam comes from the left side.

between spills. The primary SPS beam impinges on a 400 mm long and 2 mm diameter
beryllium target (denoted T10 in Fig. 2.3) and produces positive secondary beam. A
set of quadrupole magnets (Q1, Q2, Q3) and an achromat magnet (A1) consisting of
four dipoles are used to select the beam of the mean momentum of 75 GeV/c and 1%
momentum bite. Two motorised water-cooled beam-dump units (TAX1 and TAX2)
are placed between the two pairs of the A1 achromat magnets in order to perform the
momentum selection and absorb the unwanted particles.

The secondary beam is then refocused and stripped off of electrons by another set of
quadrupole magnets (Q4, Q5, Q6) and three collimators (C1, C2, C3). Subsequently,
the beam passes through three 2 m long dipole magnets with the purpose of deflecting
muons. The beam is then refocused and realigned using two quadrupoles (Q7, Q8) and
two collimators (C4, C5).

Afterwards, the beam enters the KTAG sub-detector designed to identify the K+ beam
component (subsection 2.2.2). After exiting the KTAG, the precise beam momentum
measurement is performed using GTK sub-detector consisting of three silicon pixel
stations surrounded by a set of dipole magnets denoted A2 in Fig. 2.3 (subsection 2.2.2).

The nominal rate of the secondary hadron beam entering the fiducial decay volume is
∼ 750 MHz. During the 2017 data taking, the average beam intensity was measured to
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be ≈ 60% of the nominal value. The composition of the secondary beam is: K+ (6%),
protons (23%), π+ (71%). The beam divergence at the beginning of the decay region is
100 µrad rms with the transverse dimensions of 60× 30 mm2.

Figure 2.3: Schematic view of the K+ beam line from the T10 target to the start of the
fiducial volume, [26]. The figure has been modified by adding “/KTAG” next to the
word “CEDAR” (see subsection 2.2.2 for explanation).
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Figure 2.4: Scheme of the beam line after the last GTK station, [26].

2.2.2 Upstream Sub-detectors and Decay Volume

The Kaon Tagger (KTAG) is a differential Cherenkov counter filled with nitrogen
gas at 1.75 bar and room temperature. It is used for positive identification of beam
kaons amounting to about 6% of the NA62 beam. The Cherenkov light is produced
inside a CERN W-type CEDAR vessel and focussed into rings using achromatic lenses.
The photons are subsequently detected by photomultipliers.

Figure 2.5: Drawing of the KTAG sub-detector with an upstream part of the CEDAR
(left) and a photograph of the KTAG and CEDAR systems taken in 2012 (right), [26].

Since the original photomultipliers and readout system were insufficient for the high
(∼ 45 MHz) kaon rate of the NA62 beam line, nor were they capable of reaching the
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required time resolution of less than 100 ps and the efficiency of 95%, an upgraded
detection and readout system was developed, called KTAG. It is situated upstream
of the CEDAR part of the detector, see Fig. 2.5. The pressure inside the CEDAR
is chosen so that only Cherenkov light produced by charged kaons exits through an
annular diaphragm and passes through eight quartz windows, corresponding to eight
KTAG sectors, equipped with focusing lenses. The light is then reflected into eight
sectors, each containing 48 photomultipliers.

The GigaTracker (GTK) is a beam spectrometer composed of three Si pixel stations
separating two pairs of the last achromat A2 (subsection 2.2.1 and Fig. 2.6). The
momentum of a beam particle is measured from the vertical displacement caused by
A2.

Figure 2.6: Scheme of the YZ view of the GTK stations and the achormat magnet
A2 (left) and the XZ view of the GTK stations together with the 40 cm long TRIM5
magnet providing the final momentum kick of pT = 90 MeV/c (right), [26].

Figure 2.7: Assembled GTK station. Sensor side (left) and cooling side (right), [26].

Each GTK station has a resolution of 200× 90 pixels of 300× 300 µm2, thus covering
an area of 62.8 × 27 mm2 (Fig. 2.7). The pixel matrix readout is provided by ten
application-specific integrated circuits (ASIC) arranged in two rows by five chips.

The resolution of the momentum measurement is 0.2% and the resolution of the beam
direction at the A2 exit is 16 µrad. The timing resolution is σT ' 200 ps.

The Charged Anti-coincidence detector (CHANTI) is a hodoscope placed
immediately after the last GTK station. It serves as a veto to reduce the background
originating from inelastic interactions of the beam particles inside the last GTK station.
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It is also used as a veto for early decays of beam particles, products of which could
enter the decay volume and mimic the signature of the Kπνν decay.

Figure 2.8: One assembled CHANTI station (left) and the first five CHANTI stations
in a vacuum vessel during assembly (center). Right: schematic view of a transverse cut
of three CHANTI scintillator bars (top) and a photograph of one bar with the WLS
fibre in the middle (bottom), [26].

It is composed of six square stations of dimensions 300× 300 mm2 with a 95× 65 mm2

hole in the centre. Each station is composed of 48 bars of triangular cross section. The
readout is provided by fast wavelength-shifting fibres (WLS) and silicon photomultipliers.
Photographs and schematic view of the bars can be seen in Fig. 2.8.

The vacuum vessel and decay volume

A fraction (∼ 10%) of the beam kaons decays inside a 65 m long evacuated fiducial
volume consisting of several connected cylindrical parts of various diameter (Fig. 2.2),
collectively called the Blue Tube (Fig. 2.9).

Figure 2.9: The NA62 vacuum vessel called the Blue Tube, [84]. The beam comes
from the left. The white sections dividing the Blue Tube are individual LAV stations
(subsection 2.2.5). The downstream spectrometer magnet can be seen as a light-blue
square-shaped object downstream (subsection 2.2.3).

In order to minimise the interactions of the beam particles and kaon decay products
with the residual gas inside the fiducial volume, the vacuum inside the vessel must be
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kept below the level of 10−6 mbar.

Magnetic field inside the Blue Tube, originating from the residual magnetisation of
the cylindrical sections of the vacuum vessel as well as the Earth magnetic field, was
measured and a field map was created [85]. This map is subsequently used in the offline
analysis providing correction to particle momenta [26].

Products of in-flight decays of the charged kaons inside the fiducial volume are registered
in several sub-detector systems described in the following subsections.

2.2.3 Momentum Spectrometer

The Spectrometer (Straw) is used for momentum and trajectory measurement of
the charged downstream particles. It consists of four chambers separated in the middle
by a high aperture dipole magnet (MNP33) producing a vertical magnetic field of
0.36 T, which translates into the momentum kick of 270 MeV/c (Fig. 2.4). The distance
between the first and the last station is 35 m.

Each chamber is divided into four views: X, Y, U, V, each rotated by 45 degrees
with respect to the previous one. The main building block of the spectrometer is an
ultra-light, 2.1 m long, 9.8 mm thick drift chamber called the straw tube. Every view
consists of four planes, each containing 448 straw tubes. The whole sub-detector thus
contains 7168 of these tubes.

Figure 2.10: Left: individual Straw views X, Y, U and all four views in one chamber
combined. Right: scheme of 12 straws in four planes of one view. The 3◦ angle in the
figure represents the opening angle between decay products of charged kaons in the
fiducial volume that are within Straw acceptance, [26].

The necessary level of kinematic suppression of the abundant charged kaon decay modes
imposes strict requirements on the detector performance and resolution. The use of four
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views per chamber, four planes per view and the optimised individual straw positions
within each plane (Fig. 2.10) provide sufficient redundancy and spatial resolution of
space points. This translates into the following track momentum resolution

σp
p

= 0.30%⊕ 0.005% · p[GeV/c] . (2.1)

The track angular resolution varies with the track momentum from 60 µrad at 10 GeV/c
to 20 µrad at 50 GeV/c. Both these values satisfy the design requirements.

2.2.4 Electromagnetic Calorimeter

The Liquid Krypton Calorimeter (LKr) was formerly used in the NA48 experiment.
The inside volume is filled with 9000 litres of liquid krypton held at the temperature of
120 K. The LKr has a quasi-cylindrical cross section with an outer radius of 128 cm
and a hole (r ≈ 8 cm) for the beam pipe in the centre. The longitudinal dimension of
the LKr container is 127 cm, which corresponds to 27X0.

Figure 2.11: One quadrant of the LKr vessel (left) and a view of the ribbon-like Cu-Be
electrodes (right), [26].

The LKr is subdivided into 13248 cells of an approximate cross section of 2× 2 cm2.
The cells are defined by Cu-Be electrodes in the form of ribbons (Fig. 2.11). Particles
crossing the active region of the LKr produce showers, which are then collected by the
LKr electrodes. The signal is then amplified and read out by upgraded readout systems.

The energy resolution of the LKr detector was measured to be

σE
E

= 8.8%√
E[GeV]

⊕ 7.1%
E[GeV] . (2.2)
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2.2.5 Photon Veto Detectors

Several generic kaon decays produce neutral pions in their final state [18], which
in majority of cases decay into two photons (B(π0 → 2γ) ' 98.8%, [18]). Since
these abundant kaon decays could mimic the main K+ → π+νν̄ signal (especially the
K+ → π+π0, Table 1.1), it is necessary to detect these photons with an inefficiency
smaller than 10−4. The overall rejection factor of the photon veto system has to be of
an order of 10−8. Therefore, the NA62 experiment is equipped with multiple photon
veto detectors placed at different positions along the beam axis to cover the wide range
of possible photon emission angles: from 0 mrad to 50 mrad.

The intermediate range of angular acceptance (from 1 mrad to 8.5 mrad) is covered by
the LKr described in the previous subsection 2.2.4.

The Large-Angle Veto (LAV) consists of 12 ring-shaped stations composed of
lead-glass blocks connected to photomultipliers at one end (Fig. 2.12). First 11 LAV
stations are placed inside the fiducial decay volume, while the last station is situated
downstream on the LKr and is operated in air (Fig. 2.2). The LAV stations cover the
angular acceptance from 8.5 mrad to 50 mrad.

Figure 2.12: One lead-glass block used in the LAV (left) and a fully assembled LAV12
station (right), [26].

The Small-Angle Veto (SAV) covers the angular acceptance from 0 mrad to 1 mrad
and is composed of two separate sub-detectors: the intermediate-ring calorimeter (IRC)
and the small-angle calorimeter (SAC). The placement of the two sub-detectors is visible
in Fig. 2.2 and Fig. 2.4.

2.2.6 Ring Imaging Cherenkov Detector

The Ring-Imaging Cherenkov detector (RICH) is designed to distinguish positive
pions and muons in the momentum range from 15 GeV/c to 35 GeV/c. Rings
corresponding to negative particles are usually not fully detected due to RICH tilt in
the XZ-plane (Fig. 2.4) and the fact that charged particles have already been deflected
by the Straw MNP33 magnet (subsection 2.2.3).
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The RICH is housed in a 17.5 m long vessel filled with neon gas at atmospheric pressure
and room temperature. These parameters ensure full efficiency at 15 GeV/c by placing
the pion threshold at 12.5 GeV/c. The diameter of the vessel varies from 4.2 m upstream
to 3.2 m downstream.

The upstream end of the detector is equipped with two arrays of photomultipliers
placed outside of the active area of the detector, while the downstream part houses
18 hexagonal and 2 semi-hexagonal mirrors and their support structure (Fig. 2.13).
The Cherenkov light is reflected off of the mirrors and focused on the two arrays of
photomultipliers. The ring time resolution of the RICH detector is below 100 ps, which
is in agreement with the design value.

Figure 2.13: RICH vessel, beam comes from the left hand side, [26].

2.2.7 Charged Hodoscopes

The NA48 Hodoscope (NA48-CHOD) was originally used in the NA48 experiment
and is now being reused for the detection of possible photo-nuclear interactions in the
RICH mirrors and as a part of the L0 trigger for collecting minimum bias Control data.

Figure 2.14: Schematic view of the NA48-CHOD detector. Only halves of the vertical
and horizontal planes are shown, [26].

It consists of 64 vertical and horizontal plastic scintillator slabs. Each slab is read out
at one end by a photomultiplier. The slabs are 20 mm thick and vary in width from
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65 mm in the region close to the beam pipe to 99 mm in the outer regions. The outer
edge of the NA48-CHOD is shaped like an octagon (Fig. 2.14). The time resolution of
the NA48-CHOD is ∼ 200 ps and the spatial resolution is given by the width of the
slabs.

The Hodoscope (CHOD) consists of 152 plastic scintillator tiles of various sizes and
shapes (Fig. 2.15) and the thickness of 30 mm. The tiles cover the annular active area
of the detector spanning from the inner radius 140 mm to the outer radius 1070 mm.

Figure 2.15: CHOD mounting on the LAV12 front face (left), the scintillator mounting
and transverse cut of the support structure (centre), CHOD tile shapes and tile
numbering (right)3, [26].

Each CHOD scintillator tile is read out by a pair of photomultipliers. The time resolution
of the CHOD detector is ∼ 1 ns.

2.2.8 Muon Veto System

Muon veto system consists of three separate sub-detectors: MUV1, MUV2 and
MUV3. The main purpose of this system is to provide π+/µ+ particle identification in
addition to the RICH. This is achieved by placing two hadronic calorimeters MUV1 and
MUV2 in front of an 80 cm thick iron wall, with the MUV3 – a fast muon veto – placed
downstream of this wall. The MUV1 and MUV2, shown in Fig. 2.16, are standard
iron-scintillator sandwich calorimeters, while the MUV3 is composed of a single layer of
plastic scintillator tiles.

The MUV1 consists of 24 layers of 26.8 mm thick steel plates with 23 layers of plastic
scintillator strips, which are 9 mm thick and 60 mm wide. The strips in two consecutive
layers are alternately aligned in the horizontal and vertical direction. The strips are
read out by WLS fibres connected to photomultipliers. The outer edge of the MUV1
detector is of a rectangular shape with the dimensions of 270× 260 cm2.

3https://twiki.cern.ch/twiki/pub/NA62/NewChodDetector/channelmap.PNG, modified
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Figure 2.16: Drawing of MUV1 (grey) and MUV2 (blue) detectors, [84].

The MUV2 is an upgraded hadronic calorimeter originally used in NA48. It is
composed of 24 layers of iron plates of 25 mm thickness, each followed by a layer
of scintillator strips with the dimensions 1300 × 119 × 4.5 mm3 (length × width ×
thickness). Each strip spans half the calorimeter, so the outer calorimeter dimensions
are 260×260 cm2. As in the MUV1 sub-detector, the strips in consecutive planes are
alternately aligned in the horizontal and vertical direction. The strips are connected to
photomultipliers using Plexiglas light-guides.

The MUV3 consists of a total number of 148 square-shaped plastic scintillating tiles
arranged in a square of 264× 264 cm2 (Fig. 2.17).

Figure 2.17: Left: MUV3 detector layout with holes indicating photomultiplier positions,
[84]. Right: scheme of the MUV3 detector geometry4. Numbers indicate tile numbering
(so called geometric tile ID).

These tiles are divided into two groups: 8 inner and 140 outer tiles. The outer (inner)
tiles have dimensions 22× 22 cm2 (14.6× 14.6 cm2). All tiles have a thickness of 5 cm

4https://twiki.cern.ch/twiki/pub/NA62/Muv3Detector/MUV3-tile-numbering.GIF
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and are read out by 2 photomultipliers housed in a light-tight box to avoid cross-talk
between neighbouring tiles. There is a vertical gap of 0.8 mm separating the x > 0 and
x < 0 halves of the MUV3. Since this gap is not covered by any tiles, it constitutes an
inactive region of the sub-detector. The time resolution of MUV3 is ∼ 0.5 ns.

2.2.9 Other Veto Detectors

Two additional detectors are used to suppress K+ → π+π+π− decays in which one or
two of the pions escape the acceptance of Straw spectrometer: MUV0 and HASC. If not
vetoed, these decays could potentially mimic the K+ → π+νν̄ signal. The placement of
these two detectors can be seen in Fig. 2.2 and the schematic view of the detectors is
shown in Fig. 2.18.

Figure 2.18: Left: schematic view of MUV0 displaying the subdivision into scintillator
tiles and super-tiles. Right: six consecutive scintillators of HASC form one readout
section (top), while 10 such sections form one HASC module (bottom), [26].

The Peripheral Muon Veto (MUV0) is a scintillator hodoscope placed downstream
of RICH and serves for the detection of π− from K3π decays with momenta below
10 GeV/c that escaped the Straw acceptance due to the kick of the MNP33 magnet.

The Hadronic Sampling Calorimeter (HASC) is placed downstream of MUV3
and the BEND dipole magnet used to deflect the beam from the SAC (Fig. 2.4). The
primary purpose of HASC is to detect π+ with momenta above 50 GeV/c originating
from K3π decays and travelling through the beam holes in Straw chambers. The HASC
consists of 9 modules composed of 10 sections. Each section, consisting of alternately
placed 6 lead plates and 6 scintillator tiles, is read out by WLS optical fibres and
photomultipliers.

2.2.10 Trigger and Data Acquisition Systems

High intensity beam of the NA62 experiment (750 MHz), necessary for the study of
(ultra) rare kaon decays, results in a high flux (O(10) MHz) of secondary particles in
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the NA62 sub-detectors. Therefore, the NA62 Trigger and Data Acquisition Systems
have to satisfy strict conditions in order to minimise system dead time and maximise
the reliability of data taking.

The NA62 Trigger System consists of one hardware-implemented trigger level
denoted L0 and two software trigger levels called L1 and L2 running on a PC farm.
The input rate of the L0 trigger corresponds to the full rate in the NA62 sub-detector
systems and is of an order of 10 MHz. The output rate of L0 trigger was designed to
be 1 MHz at maximum. The limited bandwidth of 10 kHz for writing data on magnetic
storage tapes imposes additional requirements on the L1 and L2 triggers. Figure 2.19
shows a simplified scheme of the NA62 trigger system.

Figure 2.19: NA62 TDAQ system schematics (some sub-detectors are not shown), [26].

The L0 hardware trigger uses information from sub-detectors RICH, CHOD, MUV1,
MUV2, MUV3, LKr and LAV. These detectors send compressed information in the
form of L0 trigger primitives via Gigabit Ethernet links to the Level 0 Trigger Processor
(L0TP). Based on the currently evaluated trigger condition, the L0TP combines
and time-matches primitives from required sub-detectors and subsequently gives an
appropriate L0 trigger verdict.

In case of a positive L0 trigger decision, the L0 trigger signal is sent to Local Trigger
Units (LTU, see below and Fig. 2.20), which then propagate it to front-end electronics
(FEE) of all sub-detectors. Each subsystem (except GTK and calorimeters) responds by
sending the corresponding data to the PC farm, where the L1 and L2 software triggers
are evaluated. The large data fluxes of GTK and calorimeters make readout at L0 for
these systems impossible. Instead, their data is stored in local temporary buffers and is
sent directly to the PC farm only if a positive L1 trigger verdict is received.

The data flow exiting L2 trigger has an event rate of around 10 kHz, which is sufficiently
low for it to be stored on tape for later offline reconstruction and analysis.

The Common Signal Distribution: the NA62 uses the Time and Trigger Control
(TTC) system for clock and trigger distribution. The TTC is based on a one-way
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signal transmission via optical fibre. It was developed at CERN and is used by all
LHC experiments. The main clock with a period of ∼ 25 ns is generated by a single
high-quality oscillator (40.079 MHz) situated in the experimental area. During the SPS
spill (subsection 2.2.1), all synchronous TDAQ systems of the NA62 experiment are
fully synchronised to this clock. System of LTUs serves as an interface between the
L0TP and the FEE of NA62 sub-detectors and manages distribution of the main clock
signal to the sub-detector FEE. For a better visualisation of the described relations, see
Fig. 2.20. The LTU module testing and programming of LTU control software were the
primary responsibilities of the Bratislava NA62 group during the development phase of
the NA62 experiment5.

Figure 2.20: Simplified NA62 L0 trigger signal and clock distribution scheme5.

The Data Acquisition in the NA62 experiment is provided by several systems:

• Majority of the NA62 sub-detectors (CHANTI, LAV, NA48-CHOD, CHOD,
RICH, MUV3, SAC and IRC) are equipped with specialised TEL62 boards [86],
initially developed for LHCb as TELL1 [87]. Each TEL62 can house up to four
high-performance TDCB cards [88].

TEL62 boards are used in online data acquisition. Additionally, TEL62 boards of
sub-detectors participating in the L0 trigger also generate L0 trigger primitives.

The purpose of the TDCBs are high-resolution time and time-over-threshold
measurements. Each TDCB can process signals from up to 128 input channels.

• The GTK readout system uses custom made ASICs called TDCPix. In addition,
an off-detector readout system (GTK-RO) was developped in order to bridge the
TDCPix readout with the TTC system.

• The Straw spectrometer FE boards are called Covers. Each houses two CARIOCA
5http://na48.web.cern.ch/NA48/Welcome/thesis/PhDthesis_Koval.pdf
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chips [89] originally developed for LHCb muon chambers. Every Cover serves
16 channels. One straw of the Straw spectrometer constitutes one channel. All
channels are equipped with time-to-digital converters (TDC). The TDC measures
leading and trailing edges of the signal.

The leading edge gives information about the radial distance of a particle track
from the straw wire. The trailing time does not depend on the path of the particle
through the straw and represents the particle crossing time, which is used to
improve the offline track reconstruction.

Covers are connected to back-end (BE) electronics called Straw Readout Boards
(SRB) using Ethernet cables. SRBs receive and process data from Covers, react
to L0 triggers and send data to the PC farm.

• The readout from LKr, MUV1 and MUV2 calorimeters is provided by Calorimeter
Readout Modules (CREAM) [90]. The CREAM is a 6U VME 64 board developed
by CAEN6, based on the specifications provided by NA62. Each CREAM consists
of two boards: a daughter-board that shapes and digitises the input signals, and
a motherboard that processes the data and sends it to the PC farm if the relevant
trigger decision arrives.

2.2.11 Relevant Trigger Conditions

Three separate trigger streams have been used in the presented K+ → π+µ+µ− (Kπµµ)
decay form factor measurement:

1. Di-muon trigger stream was designed to accept events with at least two muons.
This trigger stream was used to obtain the Kπµµ signal sample.

2. Multi-track trigger stream collected events compatible with the presence of
multiple tracks and was used to select the K3π normalisation sample.

3. Control trigger stream is a multi-purpose minimum-bias trigger. Its use is
described below.

Generally, trigger streams consist of several L0 conditions and L1 algorithms. The
first two trigger streams mentioned above belong to a category of dedicated physics
triggers. The Di-muon and Multi-track trigger streams share significant part of their
trigger stream components. The Control trigger stream contains only one condition
and was used in this analysis to measure the efficiencies of L0 conditions of the two
physics triggers.

L0 conditions are evaluated using sub-detector hits. These hits are clustered in
sub-detector-specific time windows by clustering algorithms described in subsection 2.6.6.
Information about hits in each cluster is turned into a trigger primitive. Trigger primitive

6http://www.caen.it
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time is defined as the average time of all cluster hits. Cumulative properties of hits in
a given primitive define the type of that primitive. One trigger primitive can satisfy
multiple L0 trigger conditions. Generated L0 trigger primitives from sub-detector
systems that participate in L0 trigger are sent to the L0TP (subsection 2.2.10), where
they are time-matched within 6.25 ns and compared to L0 trigger primitives from other
sub-detectors.

Let us now describe all relevant trigger stream conditions and algorithms in more detail.
The actual composition of the three trigger streams is given at the end of this section.

Control condition requires time coincidence (within 6.25 ns) of signals from at least
one pair of overlapping vertical and horizontal slabs of the NA48-CHOD. The condition
aims to select events with at least one charged decay product.

L0 RICH condition is met if there is a cluster consisting of at least two in-time (6.25 ns)
hits registered in the RICH. The time of this cluster is defining the event trigger time.
In the case of Control events that did not pass L0 RICH condition, the trigger time is
the NA48-CHOD time.

L0 QX condition requires time coincidence (6.25 ns) between at least two hits in CHOD
sub-detector situated in opposing CHOD quadrants. The condition was designed to
preferably select events with multi-track signature: the fact that positive and negative
particles are bent by the Straw magnet (subsection 2.2.3) in opposing directions in the
XZ-plane and predominantly hit the CHOD detector in different quadrants is exploited
here.

L0 MO2 condition asks for a time coincidence of at most 6.25 ns between at least two
hits in outer tiles of the MUV3 sub-detector, which aims to select events with at least
two muons in-time. The inner MUV3 tiles are excluded from the condition in order
to reduce the otherwise significantly higher7 trigger rate caused by beam pion decays
π+ → µ+ν.

L1 KTAG algorithm requires there are hits registered in at least five KTAG sectors
within 10 ns from the trigger time defined by the L0 RICH condition. The L1 KTAG
algorithm is designed to positively identify kaons.

L1 STRAW Exotics (simply STRAWe) algorithm uses hits from Straw sub-detector.
The hits are clustered first within one view and then within one chamber. The resulting
clusters serve as an input to a pattern recognition algorithm employing fast Hough
transform [91], which tries to determine if their positions are compatible with a negative
track traversing the detector. Only clusters with hits in at least three out of four views
per chamber are considered in the L1 STRAWe algorithm. This condition is a source of
most of the L1 STRAWe inefficiency observed in data (more details can be found in
subsection 2.6.6).

7The integrated channel rates in inner (outer) MUV3 tiles are 6.0 MHz (7.7 MHz), respectively.
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If a given trigger stream employs more than one L1 trigger algorithm, the algorithms
run in a specific predefined order. It is always true that, for a given event, next L1
algorithm in the sequence is executed only if the previous L1 algorithm accepted the
event.

In addition to the trigger conditions and algorithms described above, the NA62 trigger
streams are subjected to different L0 and L1 downscaling factors D. The purpose of
these factors is to reduce the rate from the trigger streams to manageable levels. They
are chosen based on the non-downscaled rates and on the relevance of a particular
trigger stream to the NA62 experiment.

Another mechanism implemented at L1 trigger is the application of L1 autopass fraction
f : an event passing all L0 trigger conditions relevant to a given trigger stream is with a
probability f accepted regardless of the decision of L1 algorithms in that trigger stream.
The L1 algorithms are however evaluated and their decision is stored together with
the event. This sub-sample of events is used for measuring the efficiency of L1 trigger
algorithms.

The three trigger streams listed at the beginning of this section are defined in Table 2.1.
The Di-muon trigger stream does not contain the L1 KTAG algorithm due to the fact
that it was also used for searches of exotic particles in events not involving kaon decays.

Let us briefly mention that the acquisition of data used for the main Kπνν analysis
proceeds via a dedicated non-downscaled trigger stream, which uses different trigger
stream components to the ones listed above (e.g. the LKr sub-detector). It is beyond
the scope of this thesis to describe the Kπνν trigger stream in detail.

In order to separate the data samples used for trigger efficiency computation and K3π

and Kπµµ signal selection, we use the following scheme:

• The K3π (Kπµµ) signal events are taken only from such sub-samples of data that
pass the Multi-track (Di-muon) trigger streams but are accepted by neither the
Control trigger nor are L1 autopass.

• Efficiency of L0 conditions (with the exception of the MO2 trigger condition)
present in Multi-track and Di-muon trigger streams is measured using sub-sample
of Control events. The decisions of the relevant L0 trigger conditions are saved
in these events. The MO2 efficiency was measured on L1 autopass Multi-track
events due to an observed correlation between QX and MO2 trigger decisions.
More details are given in subsection 2.6.6.

• Efficiency of L1 algorithms is measured on Multi-track or Di-muon L1 autopass
events.

Adopting this scheme reduces the statistics of K3π and Kπµµ signal events by ∼ 2%
(value mostly given by the autopass fraction f) compared to the case when Control and
autopass events were not rejected from the signal sub-sample. However, separating the
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Trigger stream L0 conditions L1 algorithms L0 D L1 D f

Di-muon RICH×QX×MO2 STRAWe 2 1 0.02
Multi-track RICH×QX KTAG→STRAWe 100 1 0.02
Control Control 400

Table 2.1: Definition of NA62 trigger streams relevant for the Kπµµ analysis.

signal and trigger efficiency measurement sub-samples ensures the values obtained from
them are uncorrelated.

2.3 Monte Carlo Simulation

In order to evaluate acceptances of the signal and normalisation decay modes, we used
the official NA62 Monte Carlo (MC) samples. The NA62 MC event generation is an
integral part of the NA62 software framework8 and is comprised of several modules
described below.

Kaon Beam simulation uses ray-tracing program TURTLE [92] to propagate the kaon
beam through the upstream beam optics up to the KTAG sub-detector (subsection 2.2.2),
where the beam kaon is passed to Geant4 [93] which handles the rest of the simulation.
The MC beam position and momentum are tuned to match the ones observed in
data by building the kaon from K+ → π+π+π− (K3π) decay products in data,
back-propagating it to the third GTK station and using the resulting momentum
and position distributions to appropriately modify several MC parameters. The MC
samples used in our analysis have been tuned to match the beam conditions in 2016.
This results in a systematic uncertainty on the final result arising from the difference
in beam momentum distributions in 2016 and 2017 data samples. This is discussed in
detail in section 2.15.

Decay generators constitute separate libraries developed in Fortran or C++ mostly
by members of the NA62 Collaboration and include radiative or Coulomb corrections,
when applicable. The two most relevant decay generators for the presented thesis handle
the K3π and Kπµµ decays. The theoretical description of the Kπµµ decay was given in
section 1.3, while the K3π decay amplitude is described in [94].

Particle propagation and interactions within the NA62 detector are simulated
using the Geant4 toolkit. Among the simulated interactions are Compton and multiple
Coulomb scattering, pair production, e− – e+ annihilation, bremsstrahlung, Cherenkov
and scintillator light emission and (with limited accuracy) hadronic and nuclear
interactions. Decays of unstable kaon decay products, such as π± → µ±ν, π0 → γγ or
µ± → e±νν̄ are simulated as well. Due to its extremely short lifetime [18], decays of π0

8https://na62-sw.web.cern.ch/sites/na62-sw.web.cern.ch/files/doxygen/index.html
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are usually handled at the level of generators and Geant4 receives only the π0 decay
products.

Detector response simulation involves Cherenkov light production inside KTAG and
RICH sub-detectors, generation of electromagnetic and hadronic showers inside LKr
and emission of scintillation light in scintillator-based detectors.

Output of the MC generation phase is a ROOT [83] file containing non-digitised MC
hits as well as true information about kaons and their decay products.

GRID production [95] is used to generate the large (O(10M) events) MC samples
necessary for most of the analyses performed by the NA62 Collaboration.

2.4 Data and Monte Carlo Samples

The following centrally generated and reconstructed MC samples have been used in
the presented analysis: Kπµµ, K3π, K3π upstream and K+ → π+π−µ+ν (Kµ4). The
numbers of reconstructed events from these MC samples entering our analysis and the
branching fractions of the decays are summarised in Table 2.2.

MC sample Reconstructed events Branching fraction [18]

Kπµµ 9, 811, 801 (9.4± 0.6)× 10−8

K3π 44, 553, 712 (5.583± 0.024)%
K3π upstream 93, 927, 389 (5.583± 0.024)%
Kµ4 76, 387, 969 (1.4± 0.9)× 10−5

Table 2.2: MC samples used in the presented Kπµµ analysis.

The K3π upstream sample was generated by forcing the kaons to decay between 96.95 m
and 102.425 m from the beryllium target and was produced to understand an upstream
background observed in Kπµµ event candidates in data. It is discussed in more detail in
section 2.10.

In the remaining MC samples the kaons were forced to decay between 102.425 m and
180 m from the beryllium target.

The data used in our analysis was recorded between September 21st and October 23rd

2017 with relatively stable data taking conditions, and is internally referred to as 2017
Sample A. The collected NA62 dataset is split into smaller units with almost constant
data taking conditions, called runs, which themselves consist of bursts corresponding to
data recorded in individual SPS spills.

In order to ensure sufficient quality of the analysed data, we required that each burst was
not marked as bad (chapter 3) by any of the following subsystems: KTAG, NA48-CHOD,
CHOD, MUV3, Straw and Processing. More details can be found in section 2.8. The

45



2.5. Event Reconstruction

remaining good bursts constitute

NK = (5.17± 0.01stat ± 0.43syst)× 1011 (2.3)

kaon decays. NK was measured from data events passing our K3π selection described
in section 2.8 and section 2.9 with the selection acceptance obtained from the K3π MC
sample described above. The systematic uncertainty is calculated from all relevant
contributions listed in section 2.15 and is dominated by Straw track reconstruction
efficiency.

2.5 Event Reconstruction

A separate software package included in the NA62 framework manages both data and
MC event reconstruction. When run on raw MC files, the non-digitised MC hits from
all sub-detectors first undergo digitisation, followed by a full event reconstruction. The
data is only subjected to the latter.

The actual event reconstruction is performed by individual modules specifically designed
for each sub-detector. Most of the modules use sub-detector information in the form of
reconstructed hits to form sub-detector candidates. Each candidate should represent
registration of a single particle by a given sub-detector. Following paragraphs give
simplified description of reconstruction algorithms employed in sub-detectors most
important for this thesis.

KTAG reconstruction time-corrects and subsequently clusters KTAG hits close in
time (within 2 ns). Each cluster represents one reconstructed KTAG candidate. KTAG
hits associated to a given candidate define the number of sectors that have been hit
by the Cherenkov light produced by a passing kaon (subsection 2.2.2). A cut on the
candidate time and its number of sectors is used at the analysis level to positively
identify kaons.

Straw reconstruction employs several stages designed to reconstruct Straw tracks
from Straw hits. Hit time and position information is used in the process. Leading
time of a hit defines the closest distance of a line segment representing particle crossing
path through a straw tube from the corresponding straw wire, while the trailing time
gives information about the particle crossing time. Straw hits in a given event are
first clustered within planes, views and chambers and subsequently a track is fitted to
resulting cluster positions using Kalman filter algorithm [96]. Hits from three Straw
chambers are sufficient to reconstruct a Straw track.

NA48-CHOD reconstruction builds NA48-CHOD candidates by time-matching hits
from vertical and horizontal slabs from the same quadrant and within 25 ns from the
trigger time. The time difference between a pair of hits considered for a candidate is
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set to 10 ns. Individual hit times are corrected for time of light propagation in each
slab and slewing corrections involving hit time-over-threshold are applied.

LKr reconstruction is a complex tool originally written in Fortran for the NA48
experiment and is described in an NA62 internal note9. It builds clusters (LKr
candidates) from energy deposited in neighbouring cells. Several sub-routines and
fitting procedures are used to improve the accuracy of the estimate of the deposited
energy, particularly if there are shower overlaps.

CHOD and MUV3 reconstruction use similar algorithms to reconstruct CHOD
and MUV3 candidates. These candidates can be of either loose or tight type. Loose
candidates are created from only one photomultiplier (PMT) hit in a given tile due
to either there being no other hit in the second PMT or the second hit being outside
a predefined time window set to 5 ns (10 ns) in the case of MUV3 (CHOD). Tight
candidates are created if there is a time coincidence between hits from two PMTs in
the same tile. In our analysis, we used both loose and tight candidates.

The reconstructed events are saved in ROOT [83] files and written to a storage accessible
by the whole NA62 Collaboration.

2.6 Applied Corrections

Reconstructed data and MC events are subjected to several additional corrections applied
at the analysis level. In case of data, this is done to correct for varying data taking
conditions such as currents in GTK or Straw magnets, sub-detector misalignment, etc.
On the other hand, MC corrections are mostly (with the exception of LKr corrections)
applied to fine-tune parameters already present in the MC simulation. The most
important corrections for the presented analysis are Straw track corrections and LKr
cluster corrections described in subsection 2.6.1 and subsection 2.6.2, respectively.

Apart from application of the corrections mentioned above, we used two pileup
generators, MUV3 sub-detector efficiency tool (section 3.1) and a set of trigger emulators
on MC. The purpose of pileup generators is to inject additional hits or candidates to
the original MC event in order to simulate accidental activity inside the detector, which
is inherently present in data. The necessity to apply MUV3 sub-detector efficiency on
MC is discussed in subsection 2.6.5. The main reason for the development and use of
trigger emulators was an estimation of Di-muon trigger efficiency (subsection 2.2.11),
which can’t be directly measured from data due to low number of observed Kπµµ events.
All these tools are described in detail in the following subsections.

9https://na62.web.cern.ch/NA62/restricted/NotesDoc/NA62_15_02.pdf
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2.6.1 Straw Track Corrections

Magnitudes pold of momenta of reconstructed Straw tracks are corrected according to
relation

pnew = pold · (1 + β) · (1 + αqpold), (2.4)

where q is the track charge (±1), pnew is the corrected momentum magnitude, and
α and β are run-dependent parameters of the correction. Parameter β corrects for
variations of the MNP33 (subsection 2.2.3) magnetic field integral, while α represents
residual misalignment of Straw spectrometer.

In the case of data, both parameters are fitted on a run-by-run basis during the
reprocessing stage and their values are stored in a central database. For MC, there is
only one set of α and β values and it is stored in the database as well.

The α and β are obtained by comparing the invariant mass of reconstructed K3π decays
passing a standard K3π selection (slightly different than the one presented in section 2.8
and section 2.9) to the nominal kaon mass [18]. Similarly to data, standard K3π MC
sample was used to obtain α and β parameters applicable to MC.

In addition to α and β, corrections to positions and momenta of Straw tracks propagated
through the Blue Tube (subsection 2.2.2) need to be applied in order to account for
non-zero magnetic field present in the vacuum vessel. The total magnetic field integral
is ∼ 0.003 Tm, dominated by the magnetic field of Earth with a smaller contribution
from residual magnetisation of the vacuum vessel material. The field was measured in
2013 and the results and implementation of relevant corrections are summarised in an
internal note10.

2.6.2 LKr Cluster Corrections

Clusters built by the LKr reconstruction software described in section 2.5 are subjected
to additional set of energy scale, non-linearity, mis-alignment and energy loss corrections
applied to both data and MC at the analysis level.

Additionally, a pair of run-dependent (constant) fine calibration parameters A and B is
used to fine-tune the reconstructed data (MC) cluster energies using relation

Enew = Eold

A+B/Eold
. (2.5)

The fine calibration is designed so that the distribution of corrected LKr cluster energy
divided by Straw track momentum (E/p) associated to electrons from K+ → π0e+ν

decays centers at 1, since electrons deposit all of their energy in the LKr.
10https://na62.web.cern.ch/NA62/restricted/NotesDoc/NA62_15_06.pdf
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2.6.3 Upstream Pileup Generator

Upstream pileup generator is a tool used to inject accidental GTK hits into MC events
based on a pre-defined beam intensity spectrum shown in Fig. 2.21, measured from
data. The tool was developed for the purposes of the main Kπνν analysis (described in
chapter 4).
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Figure 2.21: Beam intensity profile used to generate accidental GTK hits. The profile
corresponds to the integrated beam intensity spectrum of the dataset on which the
presented analysis was done.

As discussed in section 2.8, the presented analysis does not use the GTK sub-detector.
It however still uses the upstream pileup generator to randomly generate the value
of instantaneous beam intensity for MC events using the spectrum in Fig. 2.21. This
value is then used in MUV3 pileup generator (subsection 2.6.4) and trigger emulators
(subsection 2.6.6).

2.6.4 MUV3 Pileup Generator

MUV3 pileup generator is a tool developed by the author of this thesis. Similarly to
the upstream pileup generator, it injects hits and candidates to MUV3 MC event based
on distributions obtained from data. Control trigger data sample is used to acquire
these distributions since it does not contain any MUV3-related trigger condition and so
no trigger-related bias is introduced.

The tool is initially run over the analysed dataset in order to determine the spatial
distribution and number of accidental candidates registered out-of-time from the trigger
in order to avoid counting muons from triggered kaon decays. Both distributions are
shown in Fig. 2.22. The number of accidental candidates in data is obtained from two
time intervals with total length of 50 ns shown in Fig. 2.23.

When the MUV3 pileup generator is applied on MC events, accidental candidates are
generated with times distributed uniformly between −100 ns and 100 ns. This time
interval is four times greater than the one used to extract accidental rates in data,
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Figure 2.22: Left: the number of accidental MUV3 candidates versus instantaneous
beam intensity as measured from data. Right: spatial distribution of accidental MUV3
candidates in data (arbitrary units).
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Figure 2.23: Distribution of time difference between times of reconstructed MUV3
candidates and trigger times in data. The two pairs of arrows to the left and right of
the central peak denote two 25 ns intervals used to obtain the rate of accidentals.

which needs to be accounted for in the random generation of the number of accidentals
in MC.

The first step in the algorithm generating the number of accidentals for a particular
MC event is a request of the value of instantaneous beam intensity given for each event
by the upstream pileup generator. Subsequently, the number of accidental candidates
is determined by sampling the corresponding slice of the two-dimensional histogram
shown in Fig. 2.22 (left) four times. This ensures that the mean and variance of the
number of accidentals in MC scale correctly with respect to the values in data. Tile ID
(Fig. 2.17) of each accidental candidate is chosen randomly according to the hit-map
shown in Fig. 2.22 (right). Every accidental candidate is assigned a pair of new MUV3
hits in both PMTs corresponding to a given tile. For simplicity, hit times are chosen
equal to the candidate time.

The generated MUV3 accidental hits and candidates are finally saved to the MC event.
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The user can also ask the tool to return the number of generated accidentals, which
allows for determination if a particular MUV3 hit or candidate is accidental or real.

2.6.5 MUV3 Efficiency

Contrary to efficiencies of other sub-detectors used in K3π and Kπµµ event selections
described in section 2.8, section 2.9 and section 2.10, the efficiency of MUV3 sub-detector
needs to be carefully taken into account in the analysis. This is implied by the fact that
the MUV3 sub-detector is used only in the Kπµµ event selection and not in the K3π

selection, which causes that any non-zero MUV3 efficiency in data is not cancelled out
between the signal and normalisation channels.

Therefore, we first measured MUV3 efficiency on data and MC (section 3.1) and
subsequently rejected 0.14% of real (i.e. not pileup, since the pileup properties were
read from data events that have the MUV3 efficiency already applied) MUV3 candidates
in any MC sample on which we ran our Kπµµ event selection. The value 0.14% represents
a difference between MUV3 efficiencies measured on MC and data, computed from
Eq. 3.4 and Eq. 3.5. We discuss the systematic effects on Kπµµ measurement coming
from MUV3 inefficiency in subsection 2.15.3.

For completeness let us mention that we assumed that all other sub-detector efficiencies
contribute with the same amount to the signal and normalisation channels and therefore
cancel exactly in the ratio. We consider this being a reasonable first-order approximation
with a neglected second-order effect coming from possible kinematic and particle type
efficiency dependencies.

2.6.6 Trigger Emulators

As already mentioned, the small number of the available Kπµµ decay candidates (O(103)
in the Di-muon sample, O(10) in the Control sample) is insufficient to measure the
Di-muon trigger efficiency directly using the Kπµµ signal sample. Moreover, for a
successful fit of the Kπµµ form factor parameters, one needs to know the dependence
of the Di-muon trigger efficiency as a function of the kinematic variable z defined in
Eq. 1.28.

Therefore, we tested two different approaches of including the Di-muon trigger efficiency
as a function of z (denoted ε(Di-muon)(z) in the following text) in the Kπµµ form factor
measurement:

1. The first option involved using specialised software tools called trigger emulators
at the analysis level. These tools are designed to emulate the generation of RICH,
CHOD and MUV3 L0 primitives, which can be used to emulate RICH, QX and
MO2 trigger conditions present in the Di-muon trigger stream (subsection 2.2.11).
Since at the time the presented analysis was performed it was not possible to
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run L1 trigger algorithms on MC events, the author developed a simplified L1
STRAWe and L1 KTAG emulators.

The L0 and L1 trigger emulators were run as parts of both K3π and Kπµµ event
selections on MC samples and their responses were used to accept/reject MC
events. This way the trigger efficiencies are translated into K3π and Kπµµ selection
acceptances.

2. The second approach involved measuring ε(Di-muon, z) on low-invariant-mass
background events to Kπµµ signal sample in data. This background sample is
dominated by K3π decays with two of the pions decaying into muons and is
discussed in more detail in section 2.10.

However, due to the different kinematics of the Kπµµ signal and the background from
K3π with two pion decays, we chose the first approach to obtain the final result presented
in section 2.13. The individual trigger emulators are described in detail in the rest of
this subsection.

L0 RICH emulator implements the behaviour of the hardware clustering algorithm
used in the RICH data-acquisition electronics. Accidental hits are injected to MC events
uniformly in a 400 ns-wide interval centred at zero, with their mean number NRICH

accidentals

given by the instantaneous beam intensity I from the upstream pileup generator

NRICH
accidentals = I

4 MHz . (2.6)

Equation 2.6 is an approximate relation derived from accidental rates in RICH observed
in data at the average beam intensity (∼ 440 MHz) across the whole analysed dataset
and assuming zero average accidental rate at I = 0. For any given event the number of
injected accidentals is drawn from Poisson distribution with mean NRICH

accidentals.

All RICH hits are split into 25 ns slots and subsequently clustered within each slot
using 6.25 ns time window. The clustering is performed on both emulated PP and SL
modules of RICH TEL62 boards [86]. At each clustering stage, clusters with less than
2 hits are deleted. The remaining clusters are converted to emulated RICH primitives
and stored in the event.

L0 CHOD emulator is a detailed tool designed and tuned to best match the CHOD
accidentals observed in data and shown in Fig. 2.24 and to emulate the CHOD L0 trigger
primitive generation. The number of accidentals injected into an MC event is sampled
from a two-dimensional map obtained from data, see Fig. 2.25. The accidentals are
generated in one hundred 4 ns-wide windows, which helps replicating the non-uniform
time-structure (Fig. 2.24) of accidentals caused by high-hit-multiplicity events.
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Figure 2.24: The 4 ns time-structure of the number of hits in out-of-time side-bands for
data (left) and MC (right). The counts on the y axes are arbitrary and correspond only
to the size of the sample used to produce the plots. The slope observed in data is not
emulated in MC.
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Figure 2.25: Two-dimensional map of the number of CHOD accidentals in a 4 ns time
window as a function of instantaneous beam intensity, taken from data.

The CHOD primitive generation is also based on clustering the real and injected MC
hits. The hits are first separated into 6.4 µs frames, each consisting of 64 splits of 100 ns.
Inside each split the hits are shuffled and then clustered by comparing their times to a
distributor cluster time. Each hit can either merge with an existing distributor cluster
if it is within 6.25 ns time window, be directly added to the list of existing clusters, or
become a new distributor cluster.

During the 2017 data taking, a bug in the L0 CHOD primitive generating firmware
was causing high-hit-multiplicity events with at least 32 hits in one 100 ns split to
be inefficient. This behaviour was emulated as well and is the reason for the strong
dependence of QX efficiency on the beam intensity, shown in Fig. D.13.

L0 MUV3 emulator uses equivalent mechanism for generating emulated MUV3
primitives as the L0 CHOD emulator. The exception in this case is that the default
accidentals injection mechanism implemented in L0 MUV3 emulator is disabled and
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the hits injected by the MUV3 pileup generator described in subsection 2.6.4 are used
instead.

L1 KTAG emulator constitutes a trivial tool that randomly rejects 1 − ε(KTAG)
of MC events regardless of event properties. The value of ε(KTAG) (Table 2.5) was
measured on data and seems to be completely independent of the kinematics of beam
kaons and their decay products (Appendix D). It is expected that the final NA62
Kπµµ analysis will use the full L1 KTAG algorithm efficiency obtained by running the
algorithm on MC events.

L1 STRAWe emulator was also developed by the author of this thesis. This was done
because a non-trivial kinematic and spatial inefficiency of the L1 STRAWe algorithm
was found in K3π event sample (passing our K3π selection described in section 2.8 and
section 2.9) in data. The inefficiency was traced to events with negative tracks crossing
Straw chambers in regions covered by only three out of four views. As a consequence,
our approach of emulating the algorithm efficiency ε(STRAWe) in MC involved first
extracting a two-dimensional map of ε(STRAWe) observed in K3π data events and
shown in Fig. 2.26, and subsequently rejecting MC events based on this map.
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Figure 2.26: Left: ε(STRAWe) map as a function of negative K3π pion position in
the first Straw station, extracted from data events passing our K3π selection. Right:
ε(STRAWe) obtained by extrapolating the map on the left with ε(STRAWe) = 1 outside
the measured area and smoothing the result. This map was used in the L1 STRAWe
emulator.

2.7 Association of Straw Tracks to Other
Sub-detector Candidates

The presented K3π and Kπµµ event selections, described in the following sections, rely
on associating reconstructed Straw tracks to candidates in downstream sub-detectors
(RICH, NA48-CHOD, CHOD, LKr and MUV3) needed for particle identification and
timing measurement.
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Specialised tools unique for each sub-detector are used to match Straw tracks to
downstream sub-detector candidates. Most of the tools are purely geometrical with
each user imposing timing cuts suitable for their analysis.

Each tool loops over reconstructed Straw tracks in a given event, extrapolates each
track to front-plane of a particular downstream sub-detector and looks for reconstructed
candidates geometrically compatible with the Straw track. Unless specified otherwise,
more than one candidate in any given downstream sub-detector can be associated to
any given Straw track.

Spectrometer–RICH association is an algorithm that builds rings of four different
radii around a track-seeded centre-point in the RICH PMT plane (subsection 2.2.6).
The sizes of the four radii depend on the Straw track momentum and correspond to
different charged particles detectable by RICH: kaons (K+), pions (π±), muons (µ±)
and electrons/positrons (e±), see Fig. 2.27. The relation for the expected ring radius is

RRICH(p,m) = f · acos 1
nβ(p,m) , (2.7)

where f = 17.02 m is the focal length of RICH mirrors, n is a refractive index of the
neon gas and β = v/c is the particle velocity factor computed from the Straw track
momentum p and a particular mass hypothesis m

β(p,m) = pc√
p2c2 +m2c4 . (2.8)

Figure 2.27: Measured RICH ring radius in the PMT plane for different particles as a
function of the Straw track momentum, [26].

Five hypothesis are tested for each Straw track using the four expected rings and a
background region corresponding to an infinitely light particle. Likelihoods for these
five hypothesis are computed based on the observed RICH hits and can be used to
identify the type of a particle corresponding to the track.
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Spectrometer–NA48-CHOD association extrapolates reconstructed Straw tracks
to the NA48-CHOD horizontal (vertical) planes in order to determine the expected y
(x) track positions in the NA48-CHOD planes measuring the two perpendicular position
coordinates (subsection 2.2.7).

A track is considered to be associated to a given NA48-CHOD candidate if a 2 cm circle
(determined from an analysis of minimum-bias data) drawn around the extrapolated
track position even partially intersects a “tile” defined by the overlapping parts of the
horizontal and vertical slabs corresponding to the NA48-CHOD candidate.

Spectrometer–CHOD association works similarly to the Straw–NA48-CHOD
association. A momentum-dependent circle with radius RCHOD(p) constructed around
an extrapolated track point in the CHOD plane is checked for intersection with tiles
(subsection 2.2.7) corresponding to reconstructed CHOD candidates. If a CHOD
candidate is found in a tile having non-empty overlap with the search circle, it is
associated to the track.

The relation RCHOD(p) was computed by fitting the widths of the distributions of
coordinate differences ∆X(p) and ∆Y (p) between true and reconstructed particle
positions in the CHOD plane using official Kµ2 MC sample. The relation is expected to
take into account possible multiple Coulomb scattering of charged particles in material
between the last Straw chamber and the CHOD sub-detector.

Considering the established approximation of the angle of deflection for charged particles
showed in [18], it was found that the optimal RCHOD(p) has the form

RCHOD(p) = 4×
(

0.07 + 47.3 GeV/c
p

)
mm . (2.9)

The constants in parentheses come from the fits to the widths of the measured and
identical ∆X(p) and ∆Y (p) distributions obtained from the MC sample mentioned
above, while the factor 4 constitutes a tuning parameter chosen to maximise the
probability of a correct association and to minimise the probability of associating
multiple CHOD candidates to one Straw track.

Spectrometer–LKr association tool associates at most one LKr cluster to a Straw
track. LKr clusters are searched for within a 5 cm distance from the track impact point
in the LKr front-plane (chosen to be at 241.093 m) and within 10 ns from the corrected
track time.

The Straw track time correction is performed using either the time of the geometrically
closest NA48-CHOD association, the time of the geometrically closest CHOD association,
or the Straw leading time in this order of preference.

Spectrometer–MUV3 association employs an algorithm equivalent to the one used
in the Straw–CHOD association with the candidate search radius RMUV3(p) computed
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using similar MC-based approach and equal to

RMUV3(p) = 4×
(

530 GeV/c
p

)
mm, (2.10)

where the larger fit constant with respect to the one in the momentum-dependent term
in Eq. 2.9 originates from additional material between the hodoscopes and the MUV3,
mainly the calorimeters (LKr, MUV1, MUV2) and the 80 cm iron wall preceding MUV3
[26].

2.8 Common Part of K3π and Kπµµ Event
Selections

Due to the very similar masses of charged pions and muons [18], the kinematics of
the Kπµµ signal and K3π normalisation channels is also similar. For this reason, the
underlying event selections share significant part of the cuts with only one kinematic
cut and a particle identification procedure being specific for the Kπµµ event selection.
In this section, we describe the common part of our K3π and Kπµµ event selections,
while section 2.10 discusses the cuts specifically applied to select Kπµµ event candidates.

In the current section, we show plots comparing relevant spectra obtained from data
and MC simulation. Unless stated otherwise, these plots contain events passing full K3π

or Kπµµ event selections without cutting on the plotted variable. We consider this worth
mentioning, as the Kπµµ-related plots shown in this section have the Kπµµ-specific cuts
already applied.

Event cleaning

In order to ensure the analysed data is of a sufficient quality for the form factor
measurement, we require that all events and bursts in the our data sample have not
been marked as “bad” by the following subsystems:

• KTAG, used as a L1 trigger detector in the Multi-track trigger stream and for
kaon tagging in both K3π and Kπµµ event selections;

• Straw, used in both L1 trigger and offline analysis to reconstruct tracks;

• NA48-CHOD, used for time-corrections of Straw tracks and for measurement
of L0 trigger efficiencies;

• CHOD, used in the L0 trigger and as an assisting sub-detector to the NA48-CHOD
in track time-corrections;

• MUV3, used as a L0 trigger detector in the Di-muon trigger stream and as a
particle identification detector in the Kπµµ event selection;
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• Processing, which constitutes a special category of bad bursts, in which a
problem in the evaluation of data quality occurred during the reprocessing stage
and the quality of the reconstructed data cannot be determined. We conservatively
treat such bursts as bad.

An event or burst is marked as bad due to a given sub-detector if the offending sub-system
is not time-aligned with other sub-detectors or if the measured sub-detector efficiency
is insufficient. The creation of bad burst lists is done during the data reprocessing
stage by specialised tools. Two such tools (measuring CHOD and MUV3 sub-detector
efficiencies) are described in chapter 3. Bad bursts constitute ≈ 6% of all bursts in the
dataset used for our analysis (section 2.4).

Three track vertex fitting

Both K3π and Kπµµ decays produce three charged particles in the final state with a
total charge of +1 (in units of elementary charge e). The trajectories of these decay
products are measured using Straw spectrometer (subsection 2.2.3 and section 2.5).
By default, we also accept Straw tracks reconstructed from hits in only three Straw
chambers.

Since no other particles are created in these decays, the decay vertex is determined
using trajectories of the three decay products. Our analysis makes use of an official
multi-track vertex fitting tool described in an internal note11. The tool is based on a
least-square vertex fitting method developed by Billoir, Frühwirth and Regler [97].

Inputs to this algorithm constitute reconstructed Straw track fit parameters (track
slopes, positions and momenta in the first Straw station) and their covariance matrices.
The tool checks all combinations of n (by default n = 3) tracks in an event for
compatibility with a hypothesis that they originate from the same interaction point. If
the quality of the underlying least-square fit, represented by a χ2 value, is reasonably
high and the fitted vertex lies inside a relaxed volume enveloping the fiducial decay
region (subsection 2.2.2), the tool outputs the obtained vertex. Track momenta at the
position of the decay vertex are corrected for the non-zero magnetic field present in the
decay region (subsection 2.6.1) as well.

In our selection we impose these additional criteria on the output of the vertex fitting
tool:

• In order to reduce combinatorial background arising from pileup Straw tracks in
data, which are not present in MC, we require exactly one (from now on only
the vertex) three-track vertex to be fitted in an event. Possible systematic effects
caused by this requirement are discussed in subsection 2.15.7.

• Positive kaon beam motivates the cut on the total charge Q of the tracks forming
11https://na62.web.cern.ch/NA62/restricted/NotesDoc/NA62-16-05.pdf
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the vertex: Q = +1.

• Vertex fit quality cut χ2 < 20 is imposed, see Fig. 2.28.
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Figure 2.28: Vertex fit χ2 for events passing our K3π (left) and Kπµµ (right) event
selections. Arrows indicate cut values.

• We further require that the Z-position of the fitted vertex lies between 110 m and
180 m from the beryllium target (subsection 2.2.1). The upper cut is motivated
by the position of the first Straw station and the upper limit on the position of
the kaon decay in MC. The lower cut is chosen to reduce background observed
in events passing our Kπµµ event selection (Fig. 2.29) originating from upstream
(Z < 102.425 m) K3π decays whose decay products are affected by the TRIM5
magnet (Fig. 2.3) distorting their kinematics.
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Figure 2.29: Vertex Z-position for events passing our K3π (left) and Kπµµ (right) event
selections. Arrows indicate cut values. Green component of the MC stack histogram on
the right corresponds to upstream K3π decays (section 2.4). No Kµ4 MC events (blue)
pass our Kπµµ event selection.
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• Compatibility of the fitted vertex with a beam kaon decay is also performed in
the momentum space by requiring (Fig. 2.30)

|pvertex − pbeam| < 2.5 GeV/c, (2.11)

where pvertex is the magnitude of the sum of the Straw track momenta forming the
vertex, and pbeam is a magnitude of an average run-dependent beam momentum
pbeam determined at the reprocessing stage using official K3π event selection
(slightly looser than our selection presented here). The observed discrepancy
between data and MC spectra in Fig. 2.30 (and Fig. 2.31) is addressed in our
systematic studies in subsection 2.15.4.
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Figure 2.30: pvertex − pbeam for events passing our K3π (left) and Kπµµ (right) event
selections. Arrows indicate cut values.
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Figure 2.31: Vertex p2
T for events passing our K3π (left) and Kπµµ (right) event selections.

Arrows indicate cut values.
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• In addition to the cut on total momentum magnitude, a cut on the magnitude
of the squared vertex transverse momentum p2

T < 900 MeV2/c2 with respect to
pbeam is imposed and shown in Fig. 2.31.

Geometrical acceptance cuts

In order to use reconstructed candidates from downstream sub-detectors, the decay
products have to be in their geometrical acceptance. Reconstructed vertex tracks
are extrapolated to different Z-planes, corresponding to individual front-planes of
downstream sub-detectors, and are required to be inside their active regions defined in
the following way:

• Straw, all four chambers, to ensure the fitted particle trajectory overlaps with
the area covered by at least two Straw views in each chamber. An additional cut
of 1 m on the distance of a track point in each station from the centre of that
station is made.

• CHOD, for which the extrapolated track position in the CHOD front-plane has
to lie between 140 mm and 1070 mm from the centre of the CHOD beam hole.

• NA48-CHOD, where the track is required to lie between 130 mm and 1100 mm
from the point of intersection between the beam line and the NA48-CHOD
front-plane.

• LKr, for which the inner radial cut requires the extrapolated track point in the
LKr front-plane to be outside a 150 mm circle centred at beam line. Additionally,
the track point has to lie inside an octagon with an apothem of 1130 mm.

Timing cuts

To reduce the probability of incorrect matching of Straw tracks to downstream
sub-detector candidates, caused by accidental activity in the sub-detectors (mostly
related to the pileup), strict cuts are imposed between the trigger time, (average) track
times and the time of a kaon (defined below).

The trigger time ttrigger is assigned to the event by the time-reference sub-detector. For
events accepted by a physics trigger (subsection 2.2.11), this is the RICH sub-detector,
while for events accepted only by the Control trigger, the reference sub-detector is
NA48-CHOD.

The resolution of Straw track time, defined by trailing edges of hits corresponding
to the track, is ∼ 6 ns, which is several times larger than time resolutions of most
other sub-detectors involved in our analysis. We therefore define a track time titrack as
a time of the best NA48-CHOD (or CHOD if NA48-CHOD is not present) geometric
association (section 2.7). All three vertex tracks have to be time-corrected, meaning
they are all required to have either a NA48-CHOD or a CHOD association.
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2.8. Common Part of K3π and Kπµµ Event Selections

We define vertex time tvertex as an average of the corrected track times.

The following timing cuts are then imposed:

• there has to be at least one reconstructed KTAG candidate with hits in at least
five sectors and the time tKTAG within 3 ns from both tvertex and ttrigger;

• |ttrigger − tvertex| < 3 ns;

• |tvertex − titrack| < 3 ns for all vertex tracks.

Suppression of e± background

During the development of our Kπµµ event selection, non-negligible background was
found to be present in the final sample when the LKr sub-detector was not used. It
was later identified to be caused by an e± contamination of the sample, discussed in
section 2.10. Since e± contamination is undesirable also in the K3π event sample, we
use the LKr in the K3π event selection as well.
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Figure 2.32: Ei
cluster/p

i
track spectrum of K3π (Kπµµ) pions is shown in the left (centre)

plot. Ei
cluster/p

i
track spectrum of Kπµµ muons is plotted on the right. Arrows indicate

cut values.

The cut used to suppress e±-like tracks involves Ei
cluster/p

i
track variable, where Ei

cluster is
the energy of the cluster associated to a vertex track i (section 2.7) and pitrack is the
momentum of the same track measured by the Straw spectrometer

Ei
cluster/p

i
track < 0.9c, (2.12)

where c is the light velocity in vacuum. The Ei
cluster/p

i
track spectra for pions from K3π

as well as pions and muons from Kπµµ are shown in Fig. 2.32.

Due to a highly non-trivial simulation of hadronic showers in LKr, we observe significant
disagreement between data and MC Ei

cluster/p
i
track spectra in Fig. 2.32. This discrepancy

is taken into account by modifying the K3π selection acceptance obtained from MC
with a factor f = (1− 0.0013), derived in Appendix C. Further studies of data and MC
disagreement related to LKr are discussed in subsection 2.15.9.
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Track separation in Straw and LKr

To reduce the probability of a pair of vertex tracks to share the same Straw clusters,
which would be an indication of one of the tracks being fake, we require track separation
of at least 15 mm (Fig. 2.33) between each pair of the vertex tracks in the first Straw
station. As the tracks are generally closer to each other in the first Straw station than
in the remaining three, no cuts on track separation in downstream Straw chambers is
made.
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Figure 2.33: Track separation in the first Straw station for events passing our K3π (left)
and Kπµµ (right) event selections. Arrows indicate cut values.

Similarly, to reduce the number of accepted events with overlaps and mergers of LKr
clusters corresponding to different particles, we also require each pair of the three vertex
tracks to be separated by at least 20 cm in the LKr front-plane (Fig. 2.34).
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Figure 2.34: Track separation in the LKr front-plane for events passing our K3π (left)
and Kπµµ (right) event selections. Arrows indicate cut values.

63



2.9. K3π Event Selection

Offline trigger conditions

The K3π and Kπµµ data samples used in our analysis were collected using Multi-track
and Di-muon trigger streams described in subsection 2.2.11, respectively. In general, L0
trigger conditions and L1 trigger algorithms affect both scales and shapes of spectra of
physical quantities, e.g. track momenta or angles, vertex position, etc.

In order to compare spectra obtained from data and MC, these effects have to be
properly accounted for. One of the commonly used ways is to introduce cuts in event
selections designed to imitate (or even be stronger than) the online trigger conditions.
Residual differences between the online and offline conditions are then taken into account
by measuring trigger efficiencies, which may also depend on kinematics.

Due to the limited statistics of the Kπµµ event candidates observed in data, it is not
possible to measure the Di-muon trigger efficiencies directly on Kπµµ events. Therefore,
a slightly modified approach was used in our analysis:

• We introduced event selection cuts designed to reflect the online trigger conditions.
Most of these cuts, relevant for both K3π and Kπµµ event selections, are described
below. The remaining condition regarding L0 MO2 trigger, present only in the
Di-muon trigger stream, is explained in section 2.10.

• When running on MC samples, we employed trigger emulators described in
subsection 2.6.6 to imitate the response of triggering system used during NA62
data taking. The emulators are used to accept or reject events based on the
presence (or lack thereof) of emulated trigger primitives. Comparison of measured
and emulated trigger efficiencies is shown in section 2.12.

The selection cuts designed to reflect the online trigger conditions are:

• L0 RICH: at least 2 reconstructed RICH hits within 5 ns from ttrigger;

• L0 QX: at least two CHOD associations to vertex tracks within 5 ns from ttrigger

placed in opposing CHOD quadrants;

• L1 KTAG: |ttrigger − tKTAG| < 3 ns cut mentioned above;

• L1 STRAWe: one negative vertex track satisfying the timing cuts above.

2.9 K3π Event Selection

Signal region definition

The K3π event selection used to obtain the sample of K3π normalisation events employs
all cuts mentioned in section 2.8. The final cut involves the invariant mass M(3π) of
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the three vertex tracks under the charged pion hypotheses:

M(3π) = 1
c

√√√√√( 3∑
i=1

Pi

)2

, (2.13)

where Pi =
(√

m2
πc

2 + (pitrack)2,pitrack
)
, with track momenta reconstructed at the decay

vertex. The resulting M(3π) spectrum for data and MC samples is shown in Fig. 2.35.
We define the K3π signal region by selecting events with

|M(3π)−MK | < 5 MeV/c2, (2.14)

where MK is the nominal charged kaon mass (MK ' 493.7 MeV/c2, [18]).
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Figure 2.35: M(3π) spectrum in logarithmic (left) and linear (right) scales for data
and most important MC contributions. Arrows indicate the K3π invariant mass signal
region.

The selected data sample of K3π decay candidates in Fig. 2.35 contains

N(K3π) ≈ 2.93× 107 (2.15)

events used for normalisation. The K3π selection acceptance is

A(K3π) = (10.14± 0.01stat)%, (2.16)

defined as a ratio of the number of K3π MC events with reconstructed vertex Z-position
between 110 m and 180 m and the number of generated K3π MC decays in this region.

The Kµ4 background contamination in the selected K3π sample was estimated using
MC to be ≈ 300 events, which is negligible in comparison to the K3π sample size.

Due to limited statistics of the simulated K3π MC sample, the left tail visible in
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the logarithmic plot in Fig. 2.35 is not populated by MC events. To populate such
far tail would require a factor O(102) more K3π MC events, which is not feasible to
achieve using standard MC simulation. This problem is currently being addressed in
the NA62 Collaboration by developing a simplified “fast” MC simulation, in which
some downstream sub-detectors are not simulated in Geant4 [93], but their response is
emulated in the analysis.

2.10 Kπµµ Event Selection

The key difference between the K3π and Kπµµ event selections is the pion and muon
particle identification (PID). The main sub-detector used for this purpose is the MUV3
(subsection 2.2.8).

MUV3 geometrical acceptance cut

All three vertex tracks extrapolated to the MUV3 front-plane are required to fall inside
the MUV3 geometrical acceptance. The extrapolated track point has to be further than
103 mm from the centre of the beam pipe and has to lie inside a square with a side of
2640 mm centred on the Z-axis.

Particle identification

The MUV3-based PID is done in two steps:

1. A track is identified as a pion if it has no MUV3 association (inner or outer)
within 3 ns from both tvertex and ttrigger. To accept the event, it is required that
exactly one of the two positive tracks is identified as π+.

2. The two remaining vertex tracks are considered as µ± candidates and both are
required to have an outer MUV3 association within 3 ns from tvertex and ttrigger.
To account for multiple Straw–MUV3 associations to a single track and two tracks
sharing the same MUV3 candidate, additional requirements are imposed on the
muon candidate tracks:

• If a muon candidate track has more than one in-time outer MUV3 association,
the one with the smallest

δt =
√

(tMUV3 − tvertex)2 + (tMUV3 − ttrigger)2, (2.17)

where tMUV3 is the time of a given MUV3 candidate, is chosen to be the
“correct” MUV3 association to the track.

• If the two muon candidate tracks have their “correct” MUV3 associations
in the same MUV3 tile, the event is rejected. This condition reduces the
possibility of a positive µ PID of both muon candidate tracks based on the
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presence of only one muon. Moreover, it reflects the online L0 MO2 trigger
condition (as was done for other trigger conditions in section 2.8), which
required hits in two different outer MUV3 tiles (subsection 2.2.11).

Definition of M(π+µ+µ−)

Once the three vertex tracks have been identified as π+, µ+ and µ−, we define their
invariant mass M(π+µ+µ−) as

M(π+µ+µ−) = 1
c

√√√√√( 3∑
i=1

Pi

)2

, (2.18)

where Pi =
(√

m2
i c

2 + (pitrack)2,pitrack
)
, with track momenta reconstructed at the decay

vertex and mi being the nominal muon or charged pion mass [18], depending on the
result of the PID procedure.

Suppression of background from early K3π decays

As mentioned in section 2.8, kaon decays before the last GTK station, particularly
those happening before or inside TRIM5 (Fig. 2.3) have the kinematics of their decay
products affected by the TRIM5 magnetic field (∆pX = ±90 MeV/c integrated over
the full TRIM5 length).
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Figure 2.36: M(π+µ+µ−) spectrum versus Z-position of the reconstructed vertex for
data events passing our fullKπµµ event selection without the cut on the vertex Z-position.
Dashed red line indicates the cut position. Upstream K3π decays excluded by this cut
are clearly visible in the Z < 110 m region.

Distorted trajectories of K3π decay products can cause the reconstructed vertex to be
inside the decay region, since the vertex fitting tool does not consider the possibility of
a kaon decay happening before the last GTK station.

Cut on the vertex Z-position discussed in section 2.8 and shown in Fig. 2.36 helps to
reduce this background to a minimum: from ≈ 93 million generated upstream K3π
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decays only 18 survive our full Kπµµ event selection without the vertex Z cut and none
of them have their vertex reconstructed above the default cut at 110 m. This fact
together with a good agreement between data and MC shown in Fig. 2.29 (right) gives
us confidence that the low-Z background is understood and negligible in our final Kπµµ

event sample.

In addition to the cut on the Z-position of the decay vertex, we require the angle Θ
computed at the reconstructed vertex between each muon track and the run-dependent
beam direction (section 2.8) to be smaller than 9 mrad.

Suppression of e± background

A cut (Fig. 2.37) on the Ei
cluster/p

i
track variable defined in Eq. 2.12 reduces the e±

background originating from Kπee decays (Table 1.1) and π± or µ± decays into e±.
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Figure 2.37: M(π+µ+µ−) spectrum versus Ei
cluster/p

i
track of the pion (left) and muon

(right). Dashed red lines indicate the cut designed to remove residual e± tracks with
Ei

cluster/p
i
track ≈ 1.

Definition of signal and low-mass regions

The same half-size (5 MeV/c2 around MK) of the signal window in the invariant mass
M(π+µ+µ−) was chosen as the final cut in our Kπµµ event selection. The data and MC
M(π+µ+µ−) spectra are shown in Fig. 2.38. We observe

N(Kπµµ) = 3074 (2.19)

data events in the Kπµµ signal window. The Kπµµ signal acceptance A(Kπµµ), measured
from the Kπµµ MC sample as a ratio of the number of events with the reconstructed
vertex Z-position between 110 m and 180 m and the number of Kπµµ decays generated
in this region, is equal to

A(Kπµµ) = (12.77± 0.02stat)% . (2.20)
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This acceptance result does not enter the Kπµµ form factor fitting procedure directly,
since it is only valid for a particular choice of form factor parameters used in the MC
generator. A detailed description of the fitting procedure is given in Appendix B.
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Figure 2.38: M(π+µ+µ−) spectrum in logarithmic (left) and linear (right) scales for
data and most important MC contributions. Arrows indicate the Kπµµ invariant mass
signal region.

The dominant contribution to the bulk of events below M(π+µ+µ−) = 480 MeV/c2

in Fig. 2.38 corresponds to K3π decays with two pions decaying into muons, with a
smaller contribution (≈ 10%) from random pileup muons associated to K3π pions and
Kµ4 decays. These low-mass events are labelled K3π → 2µ in later text and are used to
measure the real and emulated Di-muon trigger efficiencies (subsection 2.6.6).

As already mentioned in section 2.9, the limited size of the available K3π MC sample
does not allow to fill the tails in the invariant mass distributions. This can be seen in
Fig. 2.38 (left) as well, where the green area should extend well beyond the current
limits. The new fast MC algorithm will provide necessary sample size to fill these gaps.

Due to the limited size of the K3π MC sample, we see no MC background events entering
the Kπµµ signal region indicated by black arrows in Fig. 2.38. The K3π background
contamination in the selected Kπµµ decay sample and the related systematic uncertainty
is discussed in subsection 2.15.11.
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2.11 Data and Monte Carlo Comparison

In this section, we show data–MC comparison plots of variables that were not directly
used in our K3π and Kπµµ event selections. We include all data events but only K3π

(Kπµµ) MC events passing the K3π (Kπµµ) event selections. Unless stated otherwise,
the plotted events pass full event selections.

The largest discrepancies are seen in Fig. 2.42, Fig. 2.43 and Fig. 2.44, corresponding
to vertex momentum components. They arise from the fact that the beam parameters
used to generate the MC samples employed in our analysis were tuned for 2016 instead
of the 2017 data sample. We address these discrepancies in our beam tuning systematic
studies described in subsection 2.15.4.
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Figure 2.39: Vertex distance to run-dependent beam axis for events passing the K3π
(left) and Kπµµ (right) event selections.
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Figure 2.40: Vertex X-position for events passing the K3π (left) and Kπµµ (right) event
selections.
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Figure 2.41: Vertex Y -position for events passing the K3π (left) and Kπµµ (right) event
selections.
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Figure 2.42: Vertex pX for events passing theK3π (left) andKπµµ (right) event selections.
Vertex momentum cut from Eq. 2.11 is not applied.
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Figure 2.43: Vertex pY for events passing the K3π (left) and Kπµµ (right) event selections.
Vertex momentum cut from Eq. 2.11 is not applied.
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Figure 2.44: Vertex pZ for events passing the K3π (left) and Kπµµ (right) event selections.
Vertex momentum cut from Eq. 2.11 is not applied.
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Figure 2.45: Momentum of positive pions for events passing the K3π (left) and Kπµµ

(right) event selections.
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Figure 2.46: Momentum of negative K3π pions and Kπµµ muons for events passing the
K3π (left) and Kπµµ (right) event selections.

72



2.11. Data and Monte Carlo Comparison

0

50

100

150

200

250

300

350

400

450

 E
ve

nt
s 

/ (
2 

G
eV

/c
)

Data
-µ+µ+π → +K

 signal, DATA/MC overlay
µµπ

Momentum of positive muons in K

 / ndf 2χ  31.78 / 20
Constant  0.02±  0.99 

0 10 20 30 40 50 60
 p [GeV/c]

0

0.5

1

1.5

2

D
at

a 
/ M

C  / ndf 2χ  31.78 / 20
Constant  0.02±  0.99 

Figure 2.47: Momentum of positive Kπµµ muons for events passing the Kπµµ event
selection.
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Figure 2.48: pX of positive pions for events passing the K3π (left) and Kπµµ (right)
event selections.
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Figure 2.49: pX of negative K3π pions and Kπµµ muons for events passing the K3π (left)
and Kπµµ (right) event selections.
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Figure 2.50: pX of positive Kπµµ muons for events passing the Kπµµ event selection.
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Figure 2.51: pY of positive pions for events passing the K3π (left) and Kπµµ (right)
event selections.
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Figure 2.52: pY of negative K3π pions and Kπµµ muons for events passing the K3π (left)
and Kπµµ (right) event selections.
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Figure 2.53: pY of positive Kπµµ muons for events passing the Kπµµ event selection.
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Figure 2.54: z spectrum of events passing the full Kπµµ event selection.
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Figure 2.55: Correlation of reconstructed and true z variable for Kπµµ MC events
passing the Kπµµ event selection. Outlier events are discussed in subsection 2.15.10.

The final z spectrum of data and MC events passing our full Kπµµ event selection is
shown in Fig. 2.54. The exceptionally good agreement between data and MC z spectra
suggests the values of Kπµµ form factor parameters used in the NA62 MC generator
(Eq. 1.40) should not be far from the ones obtained after the fitting procedure.

The resolution on the reconstructed z variable is shown in Fig. 2.55 as a function of
the true z for Kπµµ MC events passing the Kπµµ event selection. The resolution can be
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parametrised as

σ(z) = −0.0015 + 0.0096 · z, (2.21)

which returns values from 0.0003 for lower kinematic bound of z to 0.0034 for the upper
bound (Eq. 1.27).

2.12 Trigger Efficiencies

In this section, a comparison of measured (data) and emulated (MC) trigger efficiencies
obtained from the selected K3π, K3π → 2µ and Kπµµ samples, is presented.

Since the results shown in this section are primarily used to validate the performance
of trigger emulators described in subsection 2.6.6, we first present the comparison of
measured and emulated Multi-track (Di-muon) trigger efficiencies obtained using K3π

(K3π → 2µ) events.

The emulated trigger efficiencies acquired from the Kπµµ MC events passing the Kπµµ

event selection are shown afterwards.

As already mentioned in subsection 2.2.11, the trigger efficiencies are measured on
Control or L1 autopass events passing the K3π or Kπµµ event selections described in
section 2.8, section 2.9 and section 2.10. The emulated trigger efficiencies are computed
from MC events passing the K3π or Kπµµ event selections with the cut on the decision
of trigger emulators removed from the selections.

Plots in Fig. 2.56 show comparison between measured and emulated efficiencies of
Multi-track trigger components as functions of track momenta for data and K3π MC
events passing the K3π selection. Additional plots comparing measured and emulated
trigger efficiencies can be found in Appendix D.

Measured Emulated
1− ε(RICH) 0.023(1) 0.001(1)
1− ε(QX) 1.631(6) 1.685(6)

1− ε(KTAG) 0.166(5) 0.163(2)
1− ε(STRAWe) 4.375(26) 4.740(10)
Total inefficiency 6.112(27) 6.499(12)

Table 2.3: Measured and emulated trigger inefficiencies (in %) of Multi-track trigger
components obtained from K3π events. The quoted errors are statistical only.

As seen from Fig. 2.56 and Table 2.3, the measured and emulated L0 RICH, L0 QX
and L1 KTAG trigger efficiencies agree within 0.06% and are flat with respect to
the pion track momenta, while the L1 STRAWe trigger efficiencies show significant
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Figure 2.56: Measured and emulated efficiencies of Multi-track trigger conditions versus
decay products momenta for data and K3π MC events passing the K3π event selection.

dependence on track momenta. Additionally, we observe ∼ 0.4% shift between the
measured and emulated ε(STRAWe), which is a limitation of the simplified L1 STRAWe

emulator introduced in subsection 2.6.6. We postpone further discussion about origins
of discrepancies between the measured and emulated trigger efficiencies to the end of
this section.

In Fig. 2.57 we plot the measured (on K3π → 2µ events only) and emulated (on
K3π → 2µ and Kπµµ events) efficiencies of Di-muon trigger components as functions of
the z variable defined in Eq. 1.28.

The sizes and slopes of measured and emulated trigger efficiencies agree reasonably well.
As in the Multi-track case above, the largest difference is seen in ε(STRAWe) and is
caused by the simplicity of the used L1 STRAWe emulator. One can also observe that
the K3π → 2µ events do not reach as high z values as the Kπµµ events, which is a result
of their different kinematic properties.

The inefficiencies of individual Di-muon trigger components averaged over z as well as
the total measured and emulated Di-muon trigger inefficiencies are shown in Table 2.4.
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Figure 2.57: Measured and emulated efficiencies of Di-muon trigger conditions versus
the kinematic z variable for data, Kπµµ MC and K3π → 2µ MC decays for events
passing our Kπµµ selection.

Measured Emulated
1− ε(RICH) 0.054(29) 0.001(1)
1− ε(QX) 1.486(117) 1.747(136)

1− ε(MO2 | QX) 0.020(9) 0.076(37)
1− ε(STRAWe) 3.988(74) 4.606(212)
Total inefficiency 5.485(137) 6.345(248)

Table 2.4: Measured and emulated trigger inefficiencies (in %) of Di-muon trigger
components obtained from K3π → 2µ events. The quoted errors are statistical only.

The Di-muon trigger efficiencies displayed in Fig. 2.57 have been fitted with functions

ε(i, z) = max(0,min(1, ci + diz + eiz
2)) (2.22)

using binned maximum likelihood fit, where index i stands for RICH, QX, MO2 and
STRAWe trigger conditions.

For K3π → 2µ data and MC event samples (shown in blue and red in Fig. 2.57),
parameter ei was fixed to zero as the shapes of individual efficiencies do not require
a quadratic fit. This is not valid for the ε(STRAWe) emulated on Kπµµ MC events
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(showed in black), therefore the quadratic term is included in the fit function.

The fit is performed by computing a product of bin-by-bin binomial probabilities for
obtaining n events in each bin of the numerator histogram out of N events in the
same bin of the denominator histogram, taking the average value of ε(i, z) in each bin
as the binomial probability parameter. The individual bin probabilities are assumed
to be independent and multiplied together. The resulting value is a likelihood for
the particular choice of parameters ci, di and ei, given the observed numerator and
denominator histograms. Maximising the likelihood as a function of ci, di and ei gives
the fitted ε(i, z) function.

The fit described in the previous paragraph is done using a dedicated binomial fitting
tool contained in the ROOT software package [83]. In addition to the optimal values of
ci, di and ei, the fitting tool also returns the fit parameters covariance matrix.

Functions ε(i, z) are used to obtain the total Di-muon trigger efficiency function

ε(Di-muon, z) = ε(RICH, z) · ε(QX, z) · ε(MO2 | QX, z) · ε(STRAWe, z) . (2.23)

The presence of the term ε(MO2 | QX, z) instead of ε(MO2, z) is motivated by the fact
that the QX and MO2 trigger decisions were found to be correlated. The correlation
arises from the fact that the MUV3 and CHOD primitive generation firmwares are
essentially identical (subsection 2.6.6), which implies that their efficiencies as functions
of beam intensity (which was found to be the primary source of the inefficiency) correlate
as well. No correlation between decisions of other Di-muon L0 trigger conditions was
found. The efficiency of the L1 STRAWe algorithm factorises by definition, since it is
computed on events passing the L0 trigger.

Using the fit functions ε(i, z) and covariance matrices for parameters ci, di and ei,
approximate 1σ bands around the total measured and emulated Di-muon trigger
efficiencies ε(Di-muon, z) are evaluated using the formula Eq. 2.23

σ2
ε(Di-muon,z) =

∑
i

(
ε(Di-muon, z)

ε(i, z)

)2

·

·
[
C2
i (z)σ2

ci
+D2

i (z)σ2
di

+ E2
i (z)σ2

ei
+

+ 2 (Ci(z)Di(z)σcidi + Ci(z)Ei(z)σciei +Di(z)Ei(z)σdiei)
]
,

(2.24)

where Ci(z), Di(z) and Ei(z) are partial derivatives of ε(i, z) with respect to fit
parameters ci, di and ei, respectively, and σ2

X and σXY come from the covariance
matrix. If ε(i, z) = 1 or ε(i, z) = 0 for a given z, functions Ci(z), Di(z) and Ei(z)
return 0 for this value of z.

The total Di-muon trigger efficiency functions with ±1σ bands are presented in Fig. 2.58.
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Figure 2.58: Total measured (left) and emulated (right) Di-muon trigger efficiencies
computed using K3π → 2µ events as functions of the kinematic variable z are shown as
black lines. Red curves define approximate 1σ (stat.) regions around the central lines.
The lines start and end at kinematic boundaries of z defined below Eq. 1.27.

The functions are not used in the Kπµµ form factor fitting procedure. Instead, we plot
them to test the compatibility of the measured and emulated trigger responses of the
Di-muon trigger conditions. A reasonably good agreement between the measured and
emulated ε(Di-muon, z) on K3π → 2µ data and MC event candidates is achieved.
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Figure 2.59: Total emulated Di-muon trigger efficiency for Kπµµ MC events shown as a
function of the kinematic variable z. See Fig. 2.58 for more details.

Once the trigger emulators used in the K3π and Kπµµ event selections to reject MC
events have been validated, we investigated the Di-muon trigger efficiencies on Kπµµ

MC samples. The obtained z-dependencies of individual Di-muon trigger components
have already been presented in Fig. 2.57, while the total Di-muon trigger efficiency
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obtained using Eq. 2.23 is shown in Fig. 2.59.

Comparing Fig. 2.58 and Fig. 2.59, a slight rise in the emulated Di-muon trigger
efficiency on Kπµµ events is observed in low-z region. This is a result of the quadratic
term introduced in the fit function to account for the non-linearities observed in the
emulated ε(STRAWe, z) on Kπµµ events, shown in Fig. 2.57.

Sample K3π K3π → 2µ Kπµµ

Type Measured Emulated Measured Emulated Emulated
1− ε(RICH) 0.023(1) 0.001(1) 0.054(29) 0.001(1) 0.001(1)
1− ε(QX) 1.631(6) 1.685(6) 1.486(117) 1.747(136) 1.224(10)

1− ε(MO2 | QX) – – 0.020(9) 0.076(37) 0.089(3)
1− ε(KTAG) 0.166(5) 0.163(2) – – –

1− ε(STRAWe) 4.375(26) 4.740(10) 3.988(74) 4.606(212) 4.025(18)
Total inefficiency 6.112(27) 6.499(12) 5.485(137) 6.345(248) 5.285(20)

Table 2.5: Measured and emulated trigger inefficiencies (in %) of Multi-track and
Di-muon trigger components. The quoted errors are statistical only.

Table 2.5 summarises the individual measured and emulated inefficiencies of separate
L0 trigger conditions and L1 trigger algorithms for events passing the K3π and Kπµµ

selections presented in section 2.8, section 2.9 and section 2.10. The reasons for observed
discrepancies between measured and emulated trigger efficiencies depend on trigger
conditions:

• Both measured and emulated L0 RICH efficiencies are close to 100%. In data, the
ε(RICH) is measured on Control events with a CHOD primitive in-time with the
trigger time. If an event was triggered by a physics trigger, the RICH primitive
is present by definition and the event is efficient. If however the event was only
triggered by the Control trigger, the trigger time is defined as the NA48-CHOD
time and there is a possibility of not finding the corresponding RICH primitive
in-time with the trigger, which causes the observed inefficiency in data.

The inefficiency in MC is caused by events in which the L0 RICH clustering
algorithm fails to produce a cluster with at least two hits in the 6.25 ns time
window around the trigger time (equal to zero in MC). The fraction of such events
is negligible.

• Measured and emulated QX trigger efficiencies agree reasonably well in K3π and
K3π → 2µ events. The QX inefficiency is caused by high-hit-multiplicity events
which were affected by a bug in the primitive generation firmware present during
the 2017 data taking (subsection 2.6.6), causing events with high number of
CHOD hits to be inefficient. This behaviour was emulated in the L0 CHOD
emulator. However, due to the difficulties of properly simulating inelastic hadronic
interactions of pions in RICH mirrors, there is a remaining discrepancy between
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the measured and emulated K3π QX efficiencies. Since the Kπµµ decay has only
one pion in the final state compared to three pions in K3π, the probability of
an inelastic interaction occurring inside RICH mirrors is ∼ 3 times lower, which
reduces the number of high-multiplicity events and increases the QX efficiency
measured on the Kπµµ MC event sample.

• The disagreement between measured and emulated MO2 efficiencies for K3π → 2µ
is most probably caused by residual run-dependent differences between the rates of
MUV3 pileup hits in data and the constant rate set in MC (obtained as an average
rate in data over the full analysed dataset). We observe up to 10% run-dependent
variation of the MUV3 accidental rates in data caused by a similar variation of
the run-averaged beam intensity. Further improvements of the MUV3 pileup
generator (e.g. making the generation maps run-dependent) should describe the
pileup in data with a higher accuracy, which could improve the agreement between
the measured and emulated MO2 efficiencies.

• The measured and emulated KTAG efficiencies agree within 1σ, which is expected
since the value measured on K3π data sample was directly applied to the L1
KTAG emulator described in subsection 2.6.6.

• The observed discrepancies between measured and emulated STRAWe efficiencies
are given by the simplicity of the used L1 STRAWe emulator. For example, as
seen in Fig. D.9 and Fig. D.13, the emulator does not reproduce the beam intensity
and vertex Z-position efficiency dependencies observed in data.

Future analyses will benefit from the possibility of running the L1 trigger algorithms
directly on MC events without the necessity to use L1 emulators. The bug present in
the CHOD primitive generation firmware affecting high-hit-multiplicity events was fixed
before the 2018 data taking started.

Systematic uncertainties originating from the treatment of trigger efficiencies are
discussed in detail in subsection 2.15.1.
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2.13 Kπµµ Form Factor Measurement

In this section we present the results of the Kπµµ form factor fitting procedure (described
in Appendix B) on the selected Kπµµ event sample.

The fitting proceeded as follows:

1. When running on data, theKπµµ signal andK3π normalisation events were selected
using the Kπµµ and K3π event selections.

2. The number of K3π decays was corrected for the Multi-track trigger downscaling
(factor 100).

3. An equipopulous histogram (Fig. 2.60) of 15 bins in variable z, containing Kπµµ

data events weighted by the Di-muon trigger downscaling (factor 2), was filled.
The number of bins was chosen based on the resolution on the reconstructed z
variable, shown in Fig. 2.55. The widths of z bins in the equipopulous histogram
span from ≈ 0.01 to ≈ 0.1.
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Figure 2.60: Equipopulous histogram filled with 3074 weighted Kπµµ data events.

4. The K3π and Kπµµ selection acceptances are shown in Eq. 2.16 and Eq. 2.20,
respectively. The Kπµµ acceptance as a function of z is shown in Fig. B.1 (right).
The number of kaon decays used for normalisation was given in Eq. 2.3.

5. The form factor fitting procedure gives the following result

a = −0.564± 0.034stat, b = −0.797± 0.118stat,
χ2/ndf = 11.61/13, p-value = 0.56, (2.25)

with the model-dependent Kπµµ branching fraction

B(Kπµµ) = (9.32± 0.17stat)× 10−8, (2.26)

and the correlation coefficient ρ(a, b) = −0.973.
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2.14 Result Stability With Respect to Selection
Cut Variations

In this section we show plots displaying the values and errors of Kπµµ form factor
parameters a (left) and b (right) when individual selection cuts are modified. The scans
are meant to verify the stability of our results.

Full and uncorrelated statistical errors are shown. The uncorrelated errors between the
nominal result (marked by dashed green lines in the plots below) and an i-th result,
obtained by modifying some selection cut, are estimated using formula12

σuncorr '
√
|σ2

nominal − σ2
i |, (2.27)

where σnominal and σi are full statistical errors (shown in red) of the nominal and i-th
results, respectively. Equation 2.27 is a reasonably good estimation of uncorrelated
errors between two results obtained using the same dataset in the cases where a set
of events passing one of the events selections is a subset of events passing the second
event selection13.

Further discussion of the plots below is given at the end of this section.

10 15 20 25 30 35 40 45
 cut2χ Maximal vertex fit 

0.66−

0.64−

0.62−

0.6−

0.58−

0.56−

0.54−

0.52−

0.5− a

 cut2χ method vs Maximal vertex fit 2χFitted parameter a using the 

Full statistical error

Uncorrelated statistical error

Nominal cut value

10 15 20 25 30 35 40 45
 cut2χ Maximal vertex fit 

1.1−

1−

0.9−

0.8−

0.7−

0.6− b

 cut2χ method vs Maximal vertex fit 2χFitted parameter b using the 

Full statistical error

Uncorrelated statistical error

Nominal cut value

Figure 2.61: Vertex χ2 cut scan.
12http://www-group.slac.stanford.edu/sluo/Lectures/stat_lecture_files/sluolec5.pdf, page 10
13This is satisfied for most of the following scans, with the exception being the plot in Fig. 2.69,

showing the MUV3-related timing cuts. Due to the interplay between the π+ and µ± PID conditions,
increasing or decreasing the MUV3-related timing cuts can result in both inclusion and exclusion
of additional events, which results in one set of the events no longer being a subset of the other.
Nevertheless, we observe almost no dependence of the results on the used MUV3 timing cuts.
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Figure 2.62: Vertex Z-position cut scan.
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Figure 2.63: |pvertex − pbeam| cut scan.

400 600 800 1000 1200 1400 1600
]2/c2 cut [MeV2

T
 Maximal vertex p

0.66−

0.64−

0.62−

0.6−

0.58−

0.56−

0.54−

0.52−

0.5− a

 cut2

T
 method vs Maximal vertex p2χFitted parameter a using the 

Full statistical error

Uncorrelated statistical error

Nominal cut value

400 600 800 1000 1200 1400 1600
]2/c2 cut [MeV2

T
 Maximal vertex p

1.1−

1−

0.9−

0.8−

0.7−

0.6−

 b

 cut2

T
 method vs Maximal vertex p2χFitted parameter b using the 

Full statistical error

Uncorrelated statistical error

Nominal cut value

Figure 2.64: Vertex p2
T cut scan.
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Figure 2.65: |tvertex − ttrigger| cut scan.
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Figure 2.66: |tvertex − tKTAG| cut scan.
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Figure 2.67: |ttrigger − tKTAG| cut scan.
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Figure 2.68: |tvertex − ttrack| cut scan.
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Figure 2.69: |tMUV3 − tvertex| and |tMUV3 − ttrigger| cuts scan.
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Figure 2.70: Ei
cluster/p

i
track cut scan.
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Figure 2.71: Track separation at LKr cut scan.
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Figure 2.72: Track separation at Straw 1 cut scan.
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Figure 2.73: Muon track Θ cut scan.
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Figure 2.74: Number of equipopulous bins scan (Appendix B).
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Figure 2.75: Invariant mass cut scan.

In all of the above plots with the exception of vertex Z-position (Fig. 2.62), the nominal
result lies within 1 or 2 uncorrelated errors of the remaining results. The increasing
discrepancies in fitted parameters a and b visible for vertex Z-position cut below
108 m are caused by introducing TRIM5-affected K3π background events discussed in
section 2.10 and seen in Fig. 2.29 or Fig. 2.36.

2.15 Study of Systematic Effects

This section describes relevant systematic effects affecting the results of the presented
analysis. Each subsection deals with a single systematic effect and contains the
description of the effect and the estimation of the resulting uncertainties. The final
result and all uncertainties are summarised in section 2.16.

In tables shown in the following subsections, form factor parameters with all significant
digits obtained from the fitting algorithm are listed, since they are used to evaluate the
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final systematic uncertainty.

2.15.1 Trigger Efficiency

From the early stages of our analysis, we suspected trigger efficiency to be a significant
contribution to the overall systematic uncertainty. This was mainly caused by the fact
that the limited statistics of the Kπµµ signal sample makes it impossible to measure the
Di-muon trigger efficiency (subsection 2.2.11) directly on Kπµµ data events. Therefore,
we either had to rely on the K3π → 2µ background events described in section 2.10, or
use trigger emulators on Kπµµ MC samples (subsection 2.6.6) to emulate the behaviour
of the online trigger. As discussed in subsection 2.6.6, we chose the latter approach
for our final result. However, fully describing the behaviour of online triggers using
software emulators has proven to be challenging.

The main contribution (∼ 4.5%) to the overall Multi-track and Di-muon trigger
inefficiencies was found to be the L1 STRAWe algorithm (Table 2.5). Its efficiency
also showed non-trivial z-dependence (Fig. 2.57). Since at the time our analysis was
performed, it was not possible to run the actual L1 STRAWe algorithm on MC events,
we had to rely on our own simplified emulator described in subsection 2.6.6.

The second most important contribution (∼ 1.5%) to the total trigger inefficiencies
was the L0 QX condition. The inefficiency was mostly caused by high-hit-multiplicity
events, strongly correlated to the beam intensity (Fig. D.13 in Appendix D).

We decided to use a conservative approach for estimating systematic uncertainties on
the Kπµµ form factor parameters. The approach consisted of disabling the L0 and
L1 trigger emulators when the K3π and Kπµµ selections were applied on MC samples.
Since the emulators were disabled for both Kπµµ and K3π MC samples simultaneously,
any shift in the fitted values of form factor parameters should be caused solely by the
difference in the behaviour of trigger emulators on Kπµµ and K3π MC samples. Table 2.6
summarises the results obtained when L0 and/or L1 emulators are disabled.

a b B(Kπµµ)× 108

Nominal result −0.564499 −0.796607 9.31905
L0 emulators disabled −0.564807 −0.800619 9.35053
L1 emulators disabled −0.561125 −0.822422 9.40943
L0 and L1 emulators disabled −0.561496 −0.826314 9.44163

Table 2.6: Kπµµ form factor and branching fraction results obtained when L0 and/or
L1 trigger emulators are disabled.

We choose the difference between the “Nominal result” and “L0 and L1 emulators
disabled” as our estimate of systematic uncertainties originating from trigger efficiencies,
namely δa ≈ 0.003, δb ≈ 0.030 and δB(Kπµµ) ≈ 0.12× 10−8.
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2.15.2 MUV3 Pileup

Accidental muons originating from either genuine kaon decays (Table 1.1) or from muon
halo accompanying the NA62 hadron beam could spoil particle identification (PID) in
our Kπµµ event selection described in section 2.10. Additionally, the accidental rate
in MUV3 sub-detector electronics causes small (∼ 0.1%) MO2 trigger inefficiencies
(subsection 2.2.11 and section 2.12).

To address these issues, we developed and tuned a software tool called MUV3 pileup
generator, described in subsection 2.6.4, which injects accidental MUV3 hits and
candidates to MC events in order emulate pileup in MUV3 sub-detector. The accidental
hits are then used inside L0 MUV3 emulator (subsection 2.6.6) to emulate MO2 trigger
response, while the accidental MUV3 candidates are added to the already reconstructed
genuine MUV3 candidates in the MC event (section 2.5) and are treated as real muons
in our Kπµµ selection.

It is therefore necessary to estimate systematic uncertainties originating from inaccuracies
in MUV3 pileup generator tuning. The effect on L0 MO2 trigger efficiency has already
been accounted for in subsection 2.15.1 by disabling L0 trigger emulators. Once the L0
MUV3 emulator is disabled (MC events are not rejected based on its decisions), the
injected pileup hits are not used anymore, only the pileup candidates are used in the
PID algorithm of the Kπµµ event selection.

In order to asses the remaining effect on PID, we first decided to run the selection
in a mode in which it ignores pileup MUV3 candidates in PID. We obtained Kπµµ

form factor and branching fraction results shifted by δa < 0.001, δb ≈ 0.004 and
δB(Kπµµ) ≈ 0.03× 10−8, as is seen from Table 2.7.

a b B(Kπµµ)× 108

Nominal result −0.564499 −0.796607 9.31905
MUV3 pileup not used in PID −0.564392 −0.792938 9.29399

Table 2.7: Kπµµ form factor and branching fraction results obtained when MUV3 pileup
was not used in PID.

Due to the smallness of these errors compared to those associated with other systematic
effects, we opted to not investigate the accuracy of the MUV3 pileup generator further
and assign the quoted shifts in central fit values as systematics due to MUV3 accidentals.

2.15.3 MUV3 Sub-detector Efficiency

As already discussed in subsection 2.6.5, the efficiency difference of MUV3 sub-detector
measured on data and MC samples needs to be properly taken into account, since only
the Kπµµ selection (and not the K3π selection) uses MUV3 for PID.
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It was found that the difference between MC and data efficiencies is 0.14%, which is
accounted for by rejecting real (not pileup) MUV3 candidates when applying the Kπµµ

event selection on MC samples.

Since we neglected differences in individual tile inefficiencies seen in Fig. 3.6, we assigned
100% relative uncertainty to our knowledge of the inefficiency and obtained form factor
fits for the central nominal value (ε = 99.86%) and upper (ε = 100%) and lower
(ε = 99.72%) edges of 1σ interval of the MUV3 efficiency estimate. The results are
summarised in Table 2.8.

a b B(Kπµµ)× 108

Nominal result −0.564499 −0.796607 9.31905
Upper edge (ε = 100%) −0.564112 −0.794256 9.29633
Lower edge (ε = 99.72%) −0.565294 −0.798702 9.34877

Table 2.8: Kπµµ form factor and branching fraction results obtained for different MUV3
sub-detector efficiency values.

We choose the difference between the “Nominal result” and “Lower edge” as our
systematics estimate due to MUV3 sub-detector efficiency: δa ≈ 0.001, δb ≈ 0.002 and
δB(Kπµµ) ≈ 0.03× 10−8.

2.15.4 Beam Tuning

The beam parameters used to generate MC samples employed in our analysis have been
tuned to match the properties of the NA62 beam present during 2016 data taking. As
already shown in Fig. 2.42, Fig. 2.43 or Fig. 2.44, there is substantial disagreement
between data and MC spectra of reconstructed vertex momenta.

Different vertex momentum spectra could in principle lead to distortions of the Kπµµ

z spectrum due to kinematic dependence of Kπµµ acceptance: variable z depends on
opening angles between the muon pair in the LAB frame as well as magnitudes of muon
momenta; changes in vertex momenta affect opening angles of kaon decay products.
This could, for example, cause a portion of events with certain z to miss sub-detector
acceptances in data, but not in MC (or vice-versa).

To estimate the systematic effect on our results coming from inaccurate MC beam tuning
for the 2017 data sample used in our analysis, we decided to use an MC reweighting
technique, in which every MC event is assigned its own weight based on the true kaon
momentum and all subsequent manipulation of this event carries this weight. We
describe the full procedure in the following points:

1. We first apply our K3π event selection without the vertex momentum and vertex
p2
T cuts applied.
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2. We fill spectra of vertex pX , pY and pZ for data and MC events passing the
modified K3π event selection. The MC spectra are filled with weights equal to
one. Average (across events) beam momentum components pavgX , pavgY and pavgZ are
evaluated from the data sample.

3. Once the data and MC spectra are filled, we normalise the MC spectra to data,
divide them and fit each result with a function

f(p) = min(10,max(0,Pol6(p− p0))), (2.28)

where Pol6(p− p0) is a 6-th order polynomial in variable p− p0 with parameter
p0 representing mean value of p. The obtained weight functions are shown in
Fig. 2.76.
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Figure 2.76: Functions used to reweight MC events.

4. We then proceed with our analysis in almost the same way as we would if no MC
reweighting was applied, with the following modifications:

• Every MC event carries weight

w = fX(ptrueX ) · fY (ptrueY ) · fZ(ptrueZ ), (2.29)

where ptruei is an i-th component of the true kaon momentum in that event.

• The original average MC beam momentum pbeam used in the pvertex and p2
T
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cuts (section 2.8) is substituted with the average data beam momentum

pnew
beam = (pavgX , pavgY , pavgZ ) (2.30)

since the average weighted MC vertex momentum should be approximately
equal to pnew

beam.

• During the Kπµµ form factor fitting described in Appendix B, the reweighting
of MC z template is done with a product of weight w from Eq. 2.29 and
weight wi(a, b) from Eq. B.1.

The comparison of reconstructed vertex pX , pY , pZ and p2
T spectra before and after

MC reweighting are shown in Fig. 2.77, Fig. 2.78, Fig. 2.79 and Fig. 2.80, respectively.
We observe significantly improved agreement between data and MC spectra in all plots
where the above weights are applied.
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Figure 2.77: Vertex pX of K3π events before (left) and after (right) MC reweighting.

0

0.5

1

1.5

2

2.5

610×

 E
ve

nt
s 

/ (
1 

M
eV

/c
)

Data

-π+π+π → +
K

 signal, DATA/MC overlayπ3 for K
Y

Vertex p

 / ndf 2χ  5.151e+05 / 60
Constant  0.000± 0.789 

40− 30− 20− 10− 0 10 20 30 40
 [MeV/c]

Y
 Vertex p

0

0.5

1

1.5

2

D
at

a 
/ M

C  / ndf 2χ  5.151e+05 / 60
Constant  0.000± 0.789 

0

0.5

1

1.5

2

2.5

610×

 E
ve

nt
s 

/ (
1 

M
eV

/c
)

Data

-π+π+π → +
K

 signal, DATA/MC overlayπ3 for K
Y

Vertex p

 / ndf 2χ  4.084e+04 / 60
Constant  0.0005± 0.9661 

40− 30− 20− 10− 0 10 20 30 40
 [MeV/c]

Y
 Vertex p

0

0.5

1

1.5

2

D
at

a 
/ M

C  / ndf 2χ  4.084e+04 / 60
Constant  0.0005± 0.9661 

Figure 2.78: Vertex pY of K3π events before (left) and after (right) MC reweighting.
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Figure 2.79: Vertex pZ of K3π events before (left) and after (right) MC reweighting.
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Figure 2.80: Vertex p2
T of K3π events before (left) and after (right) MC reweighting.

a b B(Kπµµ)× 108

Nominal result −0.564499 −0.796607 9.31905
With MC reweighting −0.565295 −0.801592 9.36681

Table 2.9: Kπµµ form factor and branching fraction results obtained when we do (not)
reweight MC.

The Kπµµ form factor parameters and branching fractions we obtain with and without
the application of MC reweighting are summarised in Table 2.9. We assign the full
difference of these results as a systematic uncertainty due to the limited accuracy of
MC beam parameters: δa ≈ 0.001, δb ≈ 0.005 and δB(Kπµµ) ≈ 0.05× 10−8.

2.15.5 Straw Track Reconstruction Efficiency

The efficiency of Straw reconstruction algorithm described in section 2.5 is another
source of systematic uncertainties on the Kπµµ form factor parameters and branching
fraction. If the reconstruction efficiency in data does not reach 100%, it lowers the
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number of observed Kπµµ signal and K3π normalisation events. If it does not reach 100%
in MC, it reduces the measured Kπµµ and K3π acceptances. The effect of the inefficiency
needs to be simulated with a high precision in order to not bias the measurement by a
wrong acceptance estimate.

The inefficiency of Straw reconstruction for three-track kaon decays has two main
components:

• The first one is the inherent inefficiency of the reconstruction algorithm, which was
primarily optimised to reconstruct single-track events for the purposes of the main
Kπνν analysis. Tightly positioned hits from multi-track kaon decays, especially
in the first Straw chamber, increase the probability of track mis-reconstruction.
This is related to the second point.

• A major contribution to Straw reconstruction inefficiency is caused by pileup hits
from decays of un-triggered kaon decays, products of upstream beam interactions
or muon halo. None of these effects is simulated in MC and currently there is no
available Straw pileup generator that could be used to inject pileup hits into Straw.
The presence of pileup increases the probability of matching hits produced by two
different particles to a single track, which worsens the track momentum resolution
and overall reconstruction performance. Moreover, it also causes reconstruction
of additional fake tracks.

Obtaining Straw reconstruction efficiency from MC samples is relatively straight-forward:
for events in which kaons decayed inside the fiducial decay region and all charged decay
products are inside Straw acceptance, check if there are reconstructed Straw tracks
compatible in position and momentum with the decay products. A tool designed to
measure the Straw reconstruction efficiency on MC events using this approach was
developed in the NA62 software framework and its results from K3π and Kπµµ MC
samples are shown in Fig. 2.81 and Fig. 2.82, respectively. The measurement was done
for two cases:

• Requiring tracks to be reconstructed from hits in all four Straw chambers, shown
in maroon in Fig. 2.81 and Fig. 2.82.

• Accepting also Straw tracks reconstructed from hits in only three Straw chambers
(default option), shown in blue in Fig. 2.81 and Fig. 2.82.

The full event (i.e. all tracks are reconstructed) reconstruction efficiencies measured on
K3π and Kπµµ MC samples are summarised in Table 2.10.

3 or 4-chamber tracks Only 4-chamber tracks
K3π MC 88.7± 0.2 68.1± 0.2
Kπµµ MC 92.9± 0.2 74.1± 0.3

Table 2.10: Full event Straw efficiencies (in %). Errors are purely statistical.
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Figure 2.81: π+ (left) and π− (right) track reconstruction efficiency as a function of
true particle momentum measured on K3π MC sample.
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Figure 2.82: From top to bottom and left to right, we show π+, µ+ and µ− track
reconstruction efficiency as a function of true particle momentum measured on K3π MC
sample.

Unfortunately, the measurement of Straw track reconstruction efficiency on data is
highly non-trivial. Due to the obvious fact that true particle trajectories are unknown,
the approach used for MC cannot be applied in data.

One possible approach is to vary the parameters used in the Straw reconstruction
software to firstly optimise the reconstruction efficiency and then to estimate the
residual systematic effect. This, however, would require a specialised tool allowing
to modify the reconstruction parameters at the analysis level, which was still under
development at the time the presented analysis was finalised.
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Another approach would be to select a sample of K3π events by building the kaon
four-momentum PK (using the run-dependent beam momentum and nominal kaon mass
[18]) and two pion four-momenta P i

π (from momenta of two reconstructed Straw tracks
forming a vertex in the fiducial volume, assigned charged pion mass). By requiring that
the missing mass variable

Mmiss = 1
c

√
(PK − P 1

π − P 2
π )2, (2.31)

is close to the nominal charged pion mass, a “probe” can be built from the three-momenta
of the kaon and the two pions. Extrapolating this probe to Straw chambers and making
sure it lies in their geometrical acceptances, allows for subsequent test whether there is
a third reconstructed Straw track (not chosen in the creation of the probe) compatible
with the probe.

The two problems with this approach are the following:

• It cannot deal with events where two or three of the K3π decay products are not
reconstructed in Straw. This leaves the user with the necessity to assume that the
full event reconstruction efficiency factorises into the three track reconstruction
efficiencies.

• More importantly, since this measurement has to be done on a minimum-bias
Control sample (subsection 2.2.11), there is not enough available statistics of Kπµµ

events to measure the Straw reconstruction efficiency for Kπµµ data events.

Due to the unavailability of the first approach and limitations of the second approach,
we decided to proceed differently. For our estimate of the systematic uncertainty
on Kπµµ form factor parameters and branching fraction originating from Straw track
reconstruction efficiency, we compared the results obtained with and without the
requirement that all Straw tracks forming the vertex were reconstructed from hits in all
four Straw chambers.

This approach required re-evaluation of the L1 STRAWe efficiency map shown in
Fig. 2.26 using only K3π events with all three tracks reconstructed from hits in four
Straw chambers (instead of three or four chambers, which is the default option). This
resulted in ≈ 0.5% increase in the measured (and subsequently emulated) L1 STRAWe

efficiencies, which increased the K3π and Kπµµ acceptances by similar (≈ 0.5%) relative
amounts. The difference between the fit results obtained using the default L1 STRAWe

efficiency map and the map from only “four-chamber events” is at a 0.1% level.

The results from default selection configuration and the results obtained from selection
accepting only four-chamber tracks with the four-chamber L1 STRAWe efficiency map,
are shown in Table 2.11.

Not knowing which of the two approaches is less biased, we choose to take their
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a b B(Kπµµ)× 108

Nominal result (3 or 4 chambers) −0.564499 −0.796607 9.31905
Only 4-chamber tracks −0.584647 −0.697452 9.13892

Table 2.11: Kπµµ form factor and branching fraction results obtained with and without
the cut on the number of Straw chambers.

full difference as the systematic uncertainty: δa ≈ 0.020, δb ≈ 0.099 and δB(Kπµµ) ≈
0.18×10−8, which constitutes the largest individual contribution to the overall systematic
uncertainty in the presented analysis. The relative error on B(Kπµµ) is ≈ 2%. Future
improvement of this systematic uncertainty is crucial for a competitive measurement.

2.15.6 Straw Resolution

Resolution of the reconstructed Straw track momenta and angles, discussed in
subsection 2.2.3, is given by the precision on particle space point measurements,
the accuracy of the MNP33 magnetic field model and multiple Coulomb scattering in
the material of straws.

However, the resolution of the reconstructed z variable parametrised in Eq. 2.21 and
the sizes of z bins in the equipopulous data histogram presented in Fig. 2.60 suggest
only minor bin migration and consequently z spectrum distortion. Therefore, we expect
almost negligible systematic effects coming from Straw resolution.

In data, potential Straw misalignment and variations in the MNP33 magnetic field are
corrected for using the Straw track correction procedure described in subsection 2.6.1.
In MC, the same procedure is also applied, but the resulting corrections do not come
from Straw misalignment or variations of magnetic field, but from slight differences
in the MNP33 magnetic field integral used in the MC simulation and in the Straw
reconstruction (section 2.5).

Even with the corrections applied, the residual resolution differences between data
and MC have to be accounted for since the Straw track resolution directly affects the
resolution on the Kπµµ z variable (measured for MC as Eq. 2.21), which in turn distorts
the reconstructed z spectrum.

In order to quantify the disagreement between data and MC Straw resolutions, we
extracted (Fig. 2.83 (right)) the width of the K3π invariant mass distribution as a
function of run number (ID) from the data sample and a constant value from the full
K3π MC sample.

We observe ≈ 5% relative difference between data and MC mass resolutions, which we
take into account by running the Kπµµ form factor fitting procedure several times for
different values of parameter K defining the “new” reconstructed z value for filling the
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MC template

z′ = ztrue +K · (zreco − ztrue), (2.32)

where zreco and ztrue are the original reconstructed and true values of z for Kπµµ MC
events and z′ is the new resolution-corrected reconstructed z.
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Figure 2.83: Central value (left) and width (right) of K3π invariant mass for data and
K3π MC events passing our K3π event selection.
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Figure 2.84: Kπµµ form factor parameters and branching fraction for different values of
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Setting K = 1 gives the nominal result, while values of K 6= 1 scale the MC resolution
σ(z) given in Eq. 2.21. The a- and b-dependent weights are still computed according
to the ztrue values (Appendix B). The results for different values of K are shown in
Fig. 2.84.

Due to the small changes in a, b and B(Kπµµ) with respect to K, we choose to take the
difference between the highest and lowest points in interval |K−1| < 0.05 in each graph
in Fig. 2.84 as systematic uncertainties on the results. The value 0.05 aims to reflect
the maximal relative difference between widths of K3π invariant mass peaks in data and
MC described above. The systematic uncertainties on a, b and B(Kπµµ) due to Straw
resolution are therefore negligible: δa < 0.001, δb < 0.001 and δB(Kπµµ) < 0.01× 10−8.

2.15.7 Straw Pileup Tracks

As discussed in more detail in subsection 2.15.5, the presence of Straw pileup affects the
efficiency of the track reconstruction software. In addition to this effect, the presence of
more than three reconstructed Straw tracks could cause the vertex fitting algorithm
to find multiple three-track vertices: even if there is only one additional reconstructed
Straw track accidentally passing close to the genuine three-track vertex, the fitting
algorithm will find (up to) four 3-track vertices purely from combinatorics.

To estimate the systematic uncertainty we introduce with our selection requirement of
exactly one reconstructed three-track vertex in an event (section 2.8), we disable this
cut in our selection and substitute it with the following requirement:

• For each event, select the reconstructed 3-track vertex with the lowest fit χ2 and
treat it as the vertex. Ignore the remaining vertices.

The nominal and modified (“best vertex”) selections give the results shown in Table 2.12.

a b B(Kπµµ)× 108

Nominal result −0.564499 −0.796607 9.31905
Best vertex result −0.576622 −0.749694 9.28083

Table 2.12: Kπµµ form factor and branching fraction results obtained when (not)
allowing multiple three-track vertices to be reconstructed in an event.

We conservatively take the difference of the two results in Table 2.12 as an estimate of
the systematic uncertainty caused by the presence of pileup tracks in data: δa ≈ 0.012,
δb ≈ 0.047 and δB(Kπµµ) ≈ 0.04× 10−8.

Modifying the default vertex selection cut from the current exactly one vertex to exactly
one good vertex, where good corresponds to χ2, charge and momentum conditions
discussed in section 2.8, could potentially reduce this systematic uncertainty in future
analyses. This is implied by the fact that the latter selection cut should be less sensitive
to pileup tracks, i.e. fewer events are rejected due to combinatorics.
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2.15.8 Straw Track Corrections

The Straw track momentum correcting procedure described in subsection 2.6.1 uses
two run-dependent parameters α and β obtained by comparing nominal kaon mass [18]
with the reconstructed K3π mass. The values of α and β for 2017 runs used in our
analysis are shown in Fig. 2.85. The MC values are α = 7.6× 10−9 · (MeV/c)−1 and
β = −0.00087 in all MC samples.

8140 8160 8180 8200 8220 8240 8260 8280 8300
 Run ID

12

14

16

18

20

22

24

26

28

30

32

9−10×]
-1

 [(
M

eV
/c

)
α 

8140 8160 8180 8200 8220 8240 8260 8280 8300
 Run ID

0.0013

0.00135

0.0014

0.00145

0.0015

0.00155

0.0016

β 

Figure 2.85: Values of α (left) and β (right) corrections for runs used in our analysis.

As already stated in subsection 2.15.6, the MC corrections account for small discrepancies
between the MNP33 magnetic field integrals (subsection 2.2.3) used in the MC simulation
and Straw track reconstruction software.

In data, however, the α and β parameters correct for actual physical changes in the
detector caused by chamber misalignment and variations in the MNP33 magnetic field.
At the time our analysis was performed, the fitting algorithm used to measure α and β
did not provide errors on the fitted parameters, which consequently did not allow to
estimate the systematic effects by varying each fitted value within its error.

We therefore proceeded in the following way:

• We found the maximal and minimal values of both α and β in the whole dataset

αmin = 15.9× 10−9 · (MeV/c)−1,

αmax = 29.9× 10−9 · (MeV/c)−1,

βmin = 0.00139,
βmax = 0.00156 . (2.33)

• We re-run the whole analysis four times, each time setting α or β to one of the
values from Eq. 2.33, while keeping the MC corrections intact.

We compare the four results with the nominal result in Table 2.13. As the parameters α
and β correct for different phenomena, we separate the systematic uncertainty into two
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a b B(Kπµµ)× 108

Nominal result −0.564499 −0.796607 9.31905
α ≡ αmin −0.564962 −0.794845 9.31778
α ≡ αmax −0.564810 −0.795775 9.32038
β ≡ βmin −0.565202 −0.794032 9.31773
β ≡ βmax −0.563913 −0.798800 9.32045

Table 2.13: Kπµµ form factor and branching fraction results obtained with different
hard-coded Straw track correction parameters.

components: one due to α and one due to β. Since the overall changes to the results
are minimal in all cases shown in Table 2.13, we decided to be once again conservative
and take the maximal differences between nominal and extremal results as systematic
uncertainties due to α and β corrections:

• Systematic uncertainties due to α:
δa ≈ 0.001, δb ≈ 0.002 and δB(Kπµµ) < 0.01× 10−8.

• Systematic uncertainties due to β:
δa ≈ 0.001, δb ≈ 0.003 and δB(Kπµµ) < 0.01× 10−8.

2.15.9 LKr Cluster Corrections

As discussed in subsection 2.6.2, energies of reconstructed LKr clusters are modified
using complex position and energy-dependent corrections and subsequently tuned by
additional run-dependent fine calibration constants.

Unless corrected for, the discrepancies between data and MC Ecluster/ptrack (E/p)
spectra shown in Fig. 2.32 would result in a systematic bias of the measured Kπµµ

form factor parameters and branching fraction. We describe the treatment of this
discrepancy in Appendix C and section 2.8. To summarise the procedure, we compute
a correction factor f = (1− 0.0013) to the K3π selection acceptance (Eq. C.7) based on
the probabilities PDT and PMC of a pion having E/p < 0.9, the nominal cut value.

However, even with the correction applied, we observe different dependencies of PDT

and PMC on the pion momentum p, see Fig. 2.86. The relative variation of MC with
respect to data is ≈ 30%. We decided to assign a systematic uncertainty of 30% on the
correction factor f and estimate the resulting error on Kπµµ form factor parameters
and branching fraction by running the fitting procedure with

fup = f + 0.3 · (1− f) = 1− 0.0009,
fdown = f − 0.3 · (1− f) = 1− 0.0017 . (2.34)

The obtained results are given in Table 2.14. As systematic uncertainties on Kπµµ

104



2.15. Study of Systematic Effects

50− 40− 30− 20− 10− 0 10 20 30 40 50
 pion momentum [GeV/c]× Pion charge 

0.004

0.005

0.006

0.007

0.008

0.009

0.01

0.011

0.012

0.013

0.014

P
(E

/p
 >

 0
.9

c)
MC

Data

Figure 2.86: 1 − PDT and 1 − PMC for data and MC as functions of pion charge ×
momentum.

a b B(Kπµµ)× 108

Nominal result (using f = 1− 0.0013) −0.564499 −0.796607 9.31905
Using fup = 1− 0.0009 −0.564798 −0.797111 9.32845
Using fdown = 1− 0.0017 −0.564603 −0.796463 9.32033

Table 2.14: Kπµµ form factor and branching fraction results obtained with different K3π
acceptance correction factors f .

form factor parameters and branching fraction originating from LKr cluster corrections
and the differences between data and MC related to LKr cluster energies, we take the
difference between results obtained with the nominal correction factor f and those
obtained using fup: δa < 0.001, δb ≈ 0.001 and δB(Kπµµ) ≈ 0.01× 10−8.

2.15.10 Particle Identification

Our K3π event selection described in section 2.8 and section 2.9 involves no PID. We
pay for this fact with an O(10−5) contamination from Kµ4 decays entering our K3π

signal region (Fig. 2.35). The estimated number of such Kµ4 events is ≈ 300, an order
of magnitude less than the poissonian error on the number of K3π decays in the signal
region, discussed in subsection 2.15.12.

On the other hand, the Kπµµ event selection described in section 2.8 and section 2.10
relies strongly on PID based on the MUV3 sub-detector (subsection 2.2.8) in order to
distinguish π+ from µ±. There are two ways how an event selection can fail to properly
identify Kπµµ decay products:

• π+ ↔ µ− mis-ID: this option is highly unlikely, as in addition to incorrect PID
discussed in the second point, it requires two Straw tracks to have incorrectly
reconstructed charges: true π+ needs to be assigned a negative charge and true
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µ− a positive charge.

• π+ ↔ µ+ mis-ID: in this option a true π+ is identified as a µ+ and vice-versa.
The two misidentifications involved could happen in the following way:

– The π+ → µ+ mis-ID occurs if the π+ decays into a muon and a neutrino and
the muon produces a MUV3 candidate in outer tiles geometrically associated
to the π+. Additionally, a pileup muon, originating from either a muon halo
accompanying the hadron beam or from other kaon decay, that happens to
be in-time with the Kπµµ kaon can also result in an outer MUV3 candidate
assigned to the π+.

– The µ+ → π+ mis-ID requires the MUV3 candidate that should be associated
to the µ+ to be either out-of-time, outside the association radius (section 2.7),
or completely non-existent.

To address the first point, MUV3 timing scan in Fig. 2.69 shows practically
no dependence of the fitted Kπµµ form factor parameters on the MUV3
timing cuts, which indicates no PID systematic effect related to timing.

The Straw-MUV3 association algorithm takes into account multiple Coulomb
scattering and the search radius is chosen to achieve maximal association
efficiency. The remaining systematic effect coming from the true µ+ scattering
outside the association radius of its track is discussed below.

The non-existence of the MUV3 candidate can be either caused by MUV3
inefficiency (emulated for MC, see subsection 2.6.5) or the true µ+ scattering
outside the MUV3 acceptance (even though its reconstructed track was
extrapolated inside it).

One obvious way to assess the probability of misidentifying Kπµµ decay products is to
modify the total charge requirement of the two tracks identified as muons (requiring
Q = +2 instead of Q = 0), thus selecting the LNV mode K+ → π−µ+µ+ forbidden in
the SM. Counting the number of data events surviving in the default invariant mass
signal window could serve as an estimate on the number of misidentified Kπµµ data
events. Unfortunately, since a separate analysis focusing on searches of LNV decays
using the same dataset is currently ongoing in the NA62 Collaboration, the LNV signal
region is blinded for all members of the Collaboration.

Therefore, we proceeded differently in our efforts to estimate the systematic uncertainties
coming from particle mis-ID. Thanks to the MUV3 efficiency (section 3.1 and
subsection 2.6.5), MUV3 pileup generator (subsection 2.6.4) and L0 MUV3 emulator
(subsection 2.6.6) tools, we decided to use an MC-based technique to assess the
probability of misidentifying Kπµµ decay products. It is highly likely that such
misidentification will cause the true and reconstructed z values (Eq. 1.28) to differ
by a noticeable amount. We therefore plotted their difference as a function of ztrue
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(Fig. 2.87) and counted the number of outlying events. Out of the total number of
1123565 Kπµµ MC events passing our Kπµµ event selection, there are:

• 28 events outside a |zreco − ztrue| < 0.02 band marked by dashed red lines in
Fig. 2.87, and

• 2542 events lying further than 5σ(z) from ztrue, with σ(z) given in Eq. 2.21.

0.3− 0.2− 0.1− 0 0.1 0.2 0.3
reco - ztruez

0.2

0.25

0.3

0.35

0.4

0.45

0.5re
co

 z

1

10

210

310

Figure 2.87: ztrue − zreco as a function of zreco for Kπµµ MC events passing our Kπµµ

event selection. The purpose of the red lines is discussed in the text.

The two points above place the probability Pmis-ID of misidentifying Kπµµ decay products
in a way the true and reconstructed values of z differ by a significant amount somewhere
between Pmis-ID ≈ 2.5 · 10−5 and Pmis-ID ≈ 2.3 · 10−3. The two values suggest that
the number of misidentified Kπµµ events in our sample of 3074 Kπµµ decay candidates
observed in data is between 0 and 7.
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Figure 2.88: Distributions of fitted a, b and B(Kπµµ) obtained from 100 fits with different
subset of 7 Kπµµ data events treated as misidentified. Details are in the text.

Assuming the upper limit as a conservative estimate of the number of misidentified
Kπµµ events in data, we ran the fitting procedure 100 times, each time choosing a
different subset of 7 Kπµµ data events for which we replace their reconstructed z value
by a uniformly randomly chosen value from anywhere in the available kinematic interval
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(Eq. 1.27). The obtained distributions of the fitted Kπµµ form factor parameters and
branching fraction are shown in Fig. 2.88.

We take the difference between the nominal result and the central values of the fits in
Fig. 2.88 as systematic uncertainties on the Kπµµ form factor parameters and branching
fraction coming from possible misidentification of Kπµµ decay products: δa ≈ 0.003,
δb ≈ 0.008 and δB(Kπµµ) < 0.01× 10−8.

2.15.11 Background Events

In addition to misidentifying Kπµµ decay products between themselves, other three-track
kaon decays could mimic the Kπµµ signal and enter the signal invariant mass region.
As was mentioned in section 2.10 and is visible from Fig. 2.38, there is not enough
available statistics in our full K3π MC sample to fill the tails of the K3π → 2µ bulk
to the left of the Kπµµ signal, which makes the MC-based estimation of background
impossible at this stage.

We therefore decided to estimate the background by fitting the tails of the data spectrum
with an empirical function used also in the NA48/2 and E865 analyses [74, 77]: a constant
plus an exponentiated cubic polynomial. Resulting fits obtained for different sizes of
the excluded signal region (±13 MeV/c2 (blue), ±11 MeV/c2 (red) and ±10 MeV/c2

(green)) around the nominal kaon mass MK [18] are shown in Fig. 2.89.
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Figure 2.89: Full (left) and zoomed (right) final spectrum of data events passing our
Kπµµ event selection together with the three background fits described in the text.

The expected number of background events, computed as integrals of the blue, red and
green curves in Fig. 2.89 inside the 10 MeV/c2-wide Kπµµ signal region centred at MK ,
are 0, 1.2 and 2.5, respectively.

We therefore expect the number of background events inside the Kπµµ signal region to
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2.15. Study of Systematic Effects

be “at most” 3. From this, we estimated the effect on the Kπµµ form factor parameters
and branching fraction by running the fitting procedure 100 times, each time discarding
a different subset of 3 Kπµµ data events. The distributions of the fitted form factor
parameters and the resulting branching fraction are shown in Fig. 2.90. The central
values of the fits are summarised in Table 2.15.
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Figure 2.90: Distributions of fitted a, b and B(Kπµµ) obtained from 100 fits with different
subset of 3 Kπµµ data events discarded.

a b B(Kπµµ)× 108

Nominal result −0.564499 −0.796607 9.31905
Discarding expected background −0.565280 −0.792440 9.30950

Table 2.15: Kπµµ form factor parameters and branching fraction results obtained when
the expected number of background events is (not) discarded from the Kπµµ data
sample.

We would like to emphasise here the improved resolution (σ = 1.2 MeV/c2) on the
Kπµµ invariant mass peak (Fig. 2.89) in our analysis compared to the resolution
(σ = 2.5 MeV/c2) achieved in the NA48/2 analysis (Fig. 1.11). Moreover, the expected
number of background events in our selected Kπµµ sample is ∼ 10-times smaller than
the number of background events contaminating the NA48/2 Kπµµ sample.

In addition to K3π decays entering the Kπµµ signal region through pion decays or
particle misidentification, there are other three-track charged kaon decays (for example
K+ → π+π−e+νe or K+ → µ+νµµ

+µ−) that could enter the Kπµµ signal region through
particle mis-ID or pion decays. These are however suppressed by their small branching
fractions (Table 1.1).

We estimate the systematic uncertainties on the Kπµµ form factor parameters and
branching fraction due to accidental inclusion of background events to the Kπµµ signal
sample as the difference between the two results in Table 2.15: δa ≈ 0.001, δb ≈ 0.004
and δB(Kπµµ) ≈ 0.01× 10−8.
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2.15.12 Poissonian error on N(3π)
Another systematic uncertainty comes from the number of observed K3π normalisation
decays N(K3π), given in Eq. 2.15. To estimate the systematic effect coming from the
size of the K3π normalisation sample, we ran the fitting procedure with substituting
N(K3π) by the 1σ-interval boundaries: N(K3π) ±

√
N(K3π). The results are shown

in Table 2.16 and the overall systematic uncertainties are negligible, since in our final
result we round a, b and B(Kπµµ) to three significant digits.

a b B(Kπµµ)× 108

Nominal result −0.564499 −0.796607 9.31905
N(K3π) 7→ N(K3π) +

√
N(K3π) −0.564457 −0.796470 9.31733

N(K3π) 7→ N(K3π)−
√
N(K3π) −0.564540 −0.796745 9.32077

Table 2.16: Kπµµ form factor parameters and branching fraction results obtained for
different values of N(K3π).

2.15.13 Error on B(3π)
Finally, since the K3π decay branching fraction B(3π) enters into the fitting procedure
as an external parameter, the statistical error on its value (Table 1.1) translates into
systematic uncertainties on the fitted Kπµµ form factor parameters and the resulting
branching fraction.

a b B(Kπµµ)× 108

Nominal result −0.564499 −0.796607 9.31905
B(K3π) 7→ B(K3π) + δB(K3π) −0.565460 −0.799803 9.35911
B(K3π) 7→ B(K3π)− δB(K3π) −0.563535 −0.793405 9.27899

Table 2.17: Kπµµ form factor parameters and branching fraction results obtained for
different values of B(K3π).

We ran the fitting procedure with both extremal (1σ) values of B(3π) and obtained
results summarised in Table 2.17. The estimated systematic (external) uncertainty on
our results was taken as a difference between the values obtained with nominal and
extremal values of B(3π): δa ≈ 0.001, δb ≈ 0.003 and δB(Kπµµ) ≈ 0.04× 10−8.
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2.16. Final Result of the Kπµµ Form Factor Measurement

2.16 Final Result of the Kπµµ Form Factor
Measurement

2.16.1 Error budget

The measured Kπµµ form factor parameters a and b obtained using the fitting procedure
described in Appendix B and the model-dependent B(Kπµµ) calculated as a numerical
integral of Eq. 1.31 are summarised in Table 2.18 together with the full error budget.
We show the individual errors rounded to three significant digits, but the total errors
are calculated from all available digits and rounded to three significant digits at the
end. The partial errors are assumed to be independent and are summed in quadrature.

a b B(Kπµµ)× 108

Central values −0.564 −0.797 9.32

Errors δa δb δB(Kπµµ)× 108

Statistical 0.034 0.118 0.17
Systematic
Straw reconstruction efficiency 0.020 0.099 0.18
Trigger efficiency 0.003 0.030 0.12
Beam tuning 0.001 0.005 0.05
Straw pileup tracks 0.012 0.047 0.04
MUV3 pileup < 0.001 0.004 0.03
MUV3 efficiency 0.001 0.002 0.03
LKr cluster corrections < 0.001 0.001 0.01
Background 0.001 0.004 0.01
Straw track corrections, α 0.001 0.002 < 0.01
Straw track corrections, β 0.001 0.003 < 0.01
Particle identification 0.003 0.008 < 0.01
Error on N(K3π) < 0.001 < 0.001 < 0.01
Straw resolution < 0.001 < 0.001 < 0.01
Total systematic 0.024 0.114 0.23
External
Error on B(K3π) 0.001 0.003 0.04
TOTAL 0.042 0.164 0.29

Table 2.18: Final error budget of the Kπµµ form factor and branching fraction
measurement.

The statistical and systematic uncertainties contribute almost equally to the total
error budget. The systematic uncertainties are dominated by contributions from Straw
reconstruction and trigger efficiencies discussed in subsection 2.15.5 and subsection 2.15.1,
respectively. Future improvements of the estimates of these systematic uncertainties are
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2.16. Final Result of the Kπµµ Form Factor Measurement

crucial to achieve better precision than the measurements from previous experiments
(see Eq. 1.44, Eq. 1.38, Eq. 1.39 and the following subsection 2.16.2).

2.16.2 Comparison to Previous Results and Future Prospects

The B(Kπµµ) = 9.32± 0.29total measured in the presented analysis agrees within 1 to 2σ
with both the world average value [18] shown in Table 1.1 as well as with the previous
measurement performed by the NA48/2 Collaboration [74], displayed in Eq. 1.46.

In Fig. 2.91, we show comparison of the Kπµµ form factor parameters a and b obtained
in this analysis and in the previous experiments E865 (Eq. 1.44, [77]) and NA48/2
(Eq. 1.39, Eq. 1.38, [75], [74]).
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Figure 2.91: Comparison of world data on K± → π±l+l− form factor parameters.
Combined statistical and systematic uncertainties are shown.

The Kπµµ sample size of 3074 candidate events used in the presented analysis was
collected in one month of data taking in 2017 and already constitutes comparable
sample to the NA48/2 (Fig. 2.91).

Once the full available NA62 dataset from 2017 and 2018 is analysed, we expect to
observe at least 5-times more Kπµµ event candidates than in the presented analysis,
which will reduce the statistical error by approximately a factor of two. Future analyses
will also benefit from tools and methods currently under development that should
resolve the major systematic effects present in our analysis.

After the remaining issues are addressed and the full available dataset is analysed, the
NA62 experiment has a clear potential to provide world-leading result on the Kπµµ

form factor parameters and branching fraction.
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3 MUV3 and CHOD Efficiency Studies
In order to ensure high quality of the collected data necessary for a successful fulfilment
of the NA62 physics plan, several online tools have been developed by members of the
Collaboration to monitor the data taking. However, even with these tools in place, the
quality of the acquired data needs to be evaluated offline as well and possible problems
in any sub-detector system have to be identified.

This process is currently performed automatically as one of the several stages of data
reconstruction. Each sub-system involved in data taking uses specialised tools that read
the reconstructed data and monitor its quality. In case a problem in the data has been
spotted, the corresponding event or burst (spill, subsection 2.2.1) is marked as “bad”,
remembering the offending sub-system.

Sub-detector efficiency and timing are the two monitored quantities that determine the
quality of the collected data. Time mis-alignment or low sub-detector efficiency can
cause the collected data to be of insufficient quality for analysis.

Author of the presented thesis developed tools for monitoring efficiency of MUV3 and
CHOD sub-detectors (section 2.2). The following sections describe these tools and show
examples of their outputs obtained on Monte Carlo simulation (MC) and Control data
samples (subsection 2.2.11) corresponding to 2017 runs used in the main analysis of
this thesis (section 2.4).

3.1 MUV3 Efficiency Measurement

The basic principle of the MUV3 efficiency tool involves extrapolation of Straw tracks
identified as muons by RICH, LKr, MUV1 and MUV2 sub-detectors to the MUV3
front-plane and checking if a reconstructed MUV3 candidate compatible in both time
and space is present in the event.

A combination of two different samples for measuring MUV3 efficiency is used by
default: halo muons accompanying the hadron beam, and muons from K+ → µ+νµ

decays (Table 1.1). One of the advantages of using both samples is the fact that
the muon halo, consisting of both positive and negative muons, covers almost full
MUV3 acceptance. This is not true for muons produced in the Kµ2 decays which, due
to their positive charge, are swept in the negative-X direction by the Straw magnet
(subsection 2.2.3) and so do not cover some MUV3 tiles.

The default setting of using both muon samples ensures sufficiently high number of
muon tracks hitting the MUV3 sub-detector in one SPS spill, which allows for the
identification of problems with the resolution of one spill.
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3.1. MUV3 Efficiency Measurement

The choice between the halo and Kµ2 selections is done automatically for each event,
creating a combined muon sample on which the MUV3 efficiency is estimated. The
following subsection describes the algorithm in detail.

3.1.1 Event Selection

When running on reconstructed data, the event selection starts with a requirement that
a given event was accepted by a Control trigger (subsection 2.2.11). This condition
ensures that the obtained MUV3 efficiency will not be biased by the choice of the trigger
stream. If the tool runs on MC, this requirement is skipped since MC events are not
triggered.

The main goal of the event selection is to select a well-reconstructed muon track without
using the MUV3 sub-detector. This track is then extrapolated to the MUV3 front-plane
and a check for compatible reconstructed muon candidate in MUV3 is performed.

Since NA62 is a high-intensity experiment, any given event could contain several tracks
reconstructed in the Straw spectrometer originating from generic beam kaon and pion
decays, muon halo, particles created in inelastic interactions in upstream detectors, etc.

First step in the event selection involves the decision whether the current event will be
analysed as a K+ → µ+νµ event or a muon halo event. The algorithm first looks for a
track compatible with particle originating from a kaon decay. This is done by looping
over all tracks and checking the distance of the closest approach (DCA) between the
Straw track and the run-dependent beam axis:

• If exactly one track has DCA smaller than 5 cm, the event will be considered a
Kµ2 event candidate.

• Otherwise, if there is at least one track with DCA larger than 15 cm, the event
will be analysed as a muon halo event. If more than one track satisfies this DCA
condition, the selection chooses the last such track for further analysis.

• If none of the above two points is satisfied, the event is rejected.

At this point of the selection, the tool has identified one Straw track as a potential
muon candidate that all subsequent selection criteria will be imposed on. All remaining
Straw tracks are completely ignored from now on. The selected track will be called
simply the track.

The following kinematic cuts are applied to the track:

1. The track momentum p, shown in Fig. 3.1, has to lie between 5 GeV/c and
100 GeV/c. Tracks with momentum below 5 GeV/c are not well reconstructed
by the Straw reconstruction algorithm. The 100 GeV/c cut is made to have a
well-defined upper momentum limit in the measurement.

2. The χ2 returned by the Straw track fitting algorithm (section 2.5) for the track
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Figure 3.1: Track momentum distribution. Clearly visible peak at 75 GeV/c corresponds
to scattered and peripheral beam particles detected by Straw close to the inner
acceptance boundary (subsection 2.2.3).

has to be less than 10 to ensure sufficient quality of the fit.

3. The track is also required to be inside the geometrical acceptance of all Straw
chambers, the NA48-CHOD, the LKr calorimeter and the MUV3 sub-detector.
Since muons reaching the MUV3 sub-detector could undergo multiple Coulomb
scattering inside the detector material preceding MUV3, it is required that the
point obtained by linear extrapolation of the track to the MUV3 front-plane is
sufficiently far from the inner and outer edges of the active region of MUV3. The
required distance RMUV3(p) depends on the track momentum and was described
in more detail in section 2.7.

4. There has to be at least one reconstructed NA48-CHOD candidate in the event
geometrically associated (section 2.7) to the track.

5. The closest NA48-CHOD candidate associated to the track has to be within 5 ns
from the trigger time. This is done to ensure that the reconstructed Straw track,
the trigger and the NA48-CHOD candidate are compatible.

Next step is the particle identification performed using MUV1, MUV2, LKr and RICH
sub-detectors:

1. It is required that there are no clusters with energy above 5 GeV closer than
10 cm to the extrapolated track in MUV1 or MUV2 calorimeters, see Fig. 3.2, in
order to suppress pions in the sample.

115



3.1. MUV3 Efficiency Measurement
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Figure 3.2: MUV1 (left) and MUV2 (right) cuts in energy–distance planes. Red lines
define regions containing events that are rejected in the selection.

2. A cut E/p < 0.1c, shown in Fig. 3.3 (left), is imposed, where E is the energy of
the closest LKr cluster geometrically associated to the track (see section 2.7 for
description of the association algorithm) and p is the Straw track momentum. If
no such LKr cluster exists, the event is rejected. This cut is motivated by the
fact that muons are minimally ionising particles (MIPs) and so loose very little
energy (O(500 MeV)) in the LKr.
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Figure 3.3: Left: E/p distribution of muon candidates. Right: E distribution of the
closest LKr cluster to the track.

3. To further ensure the LKr cluster associated to the muon candidate track is
compatible with a MIP, it has to:

• have energy E < 1.5 GeV, as shown in Fig. 3.3 (right),

• be within 10 ns from the trigger time, and

• be within 3 cm from the extrapolated track point.

4. If the track momentum is below 40 GeV/c, RICH particle identification criteria
are applied to further reduce pion contamination. The reason why the RICH
condition is applied only in the limited momentum range is the fact that RICH
sub-detector cannot reliably distinguish pions and muons with momenta above
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3.1. MUV3 Efficiency Measurement

40 GeV/c. This can be seen from the pion and muon bands in Fig. 2.27. The
conditions for positive muon identification are:

• The RICH time, defined as an average of hits associated to the ring with the
diameter corresponding to a muon hypothesis (section 2.7), has to be within
5 ns from the trigger time.

• Electron, muon and pion likelihoods L(e), L(µ) and L(π) are computed
based on the numbers and times of hits associated to rings under the three
hypotheses. A cut

LRatio ≡ L(µ)/max(L(e),L(π)) > 1.2 (3.1)

is imposed, illustrated in Fig. 3.4 (left).
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Figure 3.4: Left: distribution of LRatio for tracks with p > 40 GeV/c. Events below the
value denoted by the arrow are rejected. This constitutes ∼ 25% of all events entering
the plot. Right: distribution of M2

miss for Kµ2 candidate events.

5. If the current event is being selected as a Kµ2 event candidate, a cut on the
squared missing mass M2

miss is made

M2
miss = 1

c2 (PK − Pµ)2 ∈ [−0.01, 0.01] GeV2/c4, (3.2)

where PK is the four-momentum of the beam kaon and Pµ is the four-momentum
of the track under the muon mass hypothesis. The distribution together with the
applied cut is shown in Fig. 3.4 (right).

Finally, once the muon candidate track is selected, we can proceed to the evaluation of
MUV3 sub-detector efficiency:

1. Events passing the previous selection criteria enter the denominator in the efficiency
measurement.

2. If there is a MUV3 candidate geometrically associated to the track within 10 ns
from the trigger time, the event also enters the numerator.
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3.1. MUV3 Efficiency Measurement

3.1.2 Results

The MUV3 efficiency measurement tool outputs a list of bursts with the total efficiency
lower than a predefined threshold, set to 96% by default. This list is then used in user
analyses to automatically skip MUV3-inefficient bursts. Relevant plots in the form of a
pdf file are also created, which helps in visualisation of the measured quantities.

Figure 3.5 (left) displays how the efficiency measured on data depends on the muon
momentum, while Fig. 3.6 contains two-dimensional maps of MUV3 inefficiency observed
in data. The total MUV3 efficiency measured in the analysed data sample is

ε(MUV3, data, full p range) = (99.701± 0.001stat ± 0.027syst) %, (3.3)

where the systematic uncertainty was estimated as a difference between the results
obtained when the tool is forced to measure the efficiency only on Kµ2 or halo muons.

We also computed the total MUV3 efficiency for track momenta below 60 GeV/c, which
is a limit of the momenta of Kπµµ decay products (section 2.10). The total MUV3
efficiency in this momentum range was measured to be

ε(MUV3, data, p below 60 GeV/c) = (99.813± 0.001stat ± 0.002syst) %, (3.4)

with the efficiency increase with respect to Eq. 3.3 caused by discarding the inefficient
events with tracks extrapolated to inner MUV3 tiles and track momenta around
75 GeV/c (Fig. 3.5 (left)).

To test whether the measured MUV3 efficiency in MC is close to unity, the presented
tool has also been run on an official Kµ2 MC sample with the total efficiency

ε(MUV3, MC, p below 60 GeV/c) = (99.953± 0.001stat) % . (3.5)
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Figure 3.5: MUV3 efficiency as a function of muon momentum from data (left) and
Kµ2 MC (right). Clearly visible efficiency drop can be seen around 75 GeV/c in data
originating from beam pions close to the beam pipe that are extrapolated to the MUV3
acceptance but in reality miss the MUV3, thus creating an artificial inefficiency.
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3.1. MUV3 Efficiency Measurement

The tile-by-tile and muon momentum (in)efficiency dependences for Kµ2 MC events are
shown in Fig. 3.7 and Fig. 3.5 (right), respectively.

The above results from Eq. 3.4 and Eq. 3.5 are used in the K+ → π+µ+µ− decay form
factor measurement to emulate MUV3 sub-detector inefficiency on MC samples. The
procedure is described in subsection 2.6.5.

Both data and MC inefficiency plots in Fig. 3.6 and Fig. 3.7 show a vertical band of
inefficient tiles on both sides of the x = 0 axis. This is a consequence of the 0.8 mm
vertical gap separating the x < 0 and x > 0 halves of the MUV3 (subsection 2.2.8).
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Figure 3.6: MUV3 inefficiency maps from data for muon momenta in intervals
[5, 40] GeV/c (top) and [40, 150] GeV/c (bottom).
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Figure 3.7: MUV3 inefficiency maps from Kµ2 MC for muon momenta in intervals
[5, 40] GeV/c (top) and [40, 150] GeV/c (bottom).
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3.2. CHOD Efficiency Measurement

3.2 CHOD Efficiency Measurement

The tool used for CHOD efficiency measurement is also based on track-seeded checks
for the presence of a compatible CHOD candidate.

Since the MUV3 and CHOD sub-detectors have a similar design involving scintillator
tiles (section 2.2), the tool used for the CHOD efficiency measurement was derived from
the one used for the MUV3 efficiency evaluation.

However, since the CHOD should see all charged particles in its acceptance, no particle
identification has to be made, which makes the CHOD tool significantly simpler.

3.2.1 Event Selection

As in the MUV3 efficiency tool, the event selection on data begins by the Control trigger
requirement. On MC, this condition is skipped. The following cuts are then applied:

1. Exactly one Straw track reconstructed in the event is required.

2. The track fit χ2 < 10 cut is imposed.

3. Track momentum p has to be larger than 5 GeV/c2 and smaller than 100 GeV/c2.

4. The geometrical acceptance cuts only involve Straw, CHOD and NA48-CHOD.
Using the same argument as in the MUV3 efficiency tool, the inner and outer
CHOD acceptance cut is adjusted with the RCHOD(p) function defined in Eq. 2.9.

5. The number of reconstructed NA48-CHOD candidates has to be exactly one. This
candidate has to be geometrically associated to the track and within 5 ns from
the trigger time.

Finally, we proceed with the CHOD efficiency evaluation:

1. Events passing the above criteria enter the denominator in the CHOD efficiency
measurement.

2. A check for the existence of a CHOD association to the track is performed
(section 2.7). If more than one such association exists, the one closest to the
trigger time is chosen. Additional timing cut of 5 ns on the difference between
the NA48-CHOD candidate time and the time of the chosen CHOD candidate
is imposed. If the CHOD candidate survives this cut, the event is considered
efficient.

3.2.2 Results

The tool produces a list of inefficient (“bad”) bursts which can then be skipped later at
the analysis stage. A burst is defined as bad by the CHOD efficiency tool if the overall
burst efficiency integrated over all CHOD tiles drops below 96%.
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3.2. CHOD Efficiency Measurement

As in the case of the MUV3 efficiency tool, the CHOD efficiency tool also exports the
measured efficiency spectra in the form of a pdf file which helps visualising possible
inefficiencies. An example of the output obtained from the same Control sample as
described in chapter 3 is shown in Fig. 3.8.

The overall CHOD efficiency is

ε(CHOD, data) = (99.459± 0.001stat) %. (3.6)
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Figure 3.8: CHOD efficiency as a function of muon momentum, integrated over all tiles.
The drop in the efficiency at 75 GeV/c momentum is caused by the beam particles
passing the selection cuts but missing the actual CHOD acceptance. Similarly, the
decrease in efficiency for low momenta is mostly caused by the track extrapolating to
outer CHOD tiles, but in reality missing the CHOD acceptance.
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4 K+ → π+νν̄ Decay Analysis at NA62
The main goal of the NA62 experiment is the measurement of the branching fraction of
an ultra-rare charged kaon decay K+ → π+νν̄ (Kπνν) at the precision comparable to
the Standard Model prediction (section 1.2). The NA62 detector setup is described in
section 2.2.

This chapter summarises the measurement of Kπνν branching fraction performed on
2016 data sample and presented in the NA62 publication [41]. Although the author
did not develop the underlying event selection, he participated in the data taking and
introduced tools that helped ensuring high quality of the acquired data, namely the
algorithms for measuring the efficiency of MUV3 and CHOD sub-detectors (chapter 3).

4.1 2016 Event Selection

The general signature of the Kπνν decay in the NA62 experiment is a detection of an
incoming kaon by the KTAG and GTK sub-detectors and registration of an outgoing
Straw track identified as a pion. The pair of a neutrino and an anti-neutrino escape
undetected.

As it can be seen in Table 1.1, there are several abundant kaon decays that could mimic
the signature of Kπνν signal if the decay products were not properly identified or if
some of the decay products missed the detector acceptance.

Consequently, the Kπνν event selection relies on three types of background suppression:
kinematic rejection, particle identification and photon veto.

The kinematic suppression involves selecting the Kπνν signal in two intervals named
region 1 (R1) and region 2 (R2) of a kinematic variable m2

miss called squared missing
mass, defined as

m2
miss ≡

1
c2 (PK − Pπ)2,

R1: m2
miss ∈ [0, 0.010] GeV2/c4,

R2: m2
miss ∈ [0.026, 0.068] GeV2/c4, (4.1)

where PK is the four-momentum of the decaying kaon and Pπ is the four-momentum of
the charged decay product under the π+ mass hypothesis. The theoretical spectrum
of the m2

miss for the signal and the main background decay channels as well as regions
1 and 2 used for the Kπνν signal search are shown in Fig. 4.1. The signal regions are
bounded by the abundant charged kaon decays, namely K+ → µ+νµ(γ), K+ → π+π0(γ)
and K+ → π+π+π−.
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4.1. 2016 Event Selection

During the development of the K+ → π+νν̄ decay selections, the signal regions 1 and
2 were blinded together with a neighbouring control regions defined in [41]. This was
done to ensure the final selection is unbiased.

Figure 4.1: Theoretical distributions of m2
miss variable for the signal and the main

background decay channels ([41], modified). Charged pion mass [18] hypothesis is
assumed for the charged decay product. The signal spectrum is multiplied by 1010 for
better visibility. The two shaded areas represent the Kπνν signal regions.

Radiative components of the K+ → µ+νµ(γ) and K+ → π+π0(γ) decay modes
as well as the spectra of K+ → π0µ+νµ, K+ → π0e+νe and K+ → π+π−e+νe

decays enter the signal regions (Fig. 4.1), which poses stringent requirements on
the background suppression. Moreover, possible muon-pion misidentification, track
momentum mis-reconstruction and accidental activity within the detector could mimic
the signal decay if the underlying effects were not properly accounted for.

The main selection criteria used to identify the signal sample are

• At most two reconstructed Straw tracks can be present in the event. If one of
them is negative or if the two tracks form a vertex, the event is rejected.

• One well-reconstructed positive Straw track in the geometrical acceptances of
RICH, CHOD, NA48-CHOD, LKr, MUV1, MUV2 and MUV3 sub-detectors is
required.

• This track has to be geometrically associated to reconstructed candidates in RICH,
CHOD, NA48-CHOD and LKr.

• The track momentum is required to be within 15 GeV/c and 35 GeV/c:

– The lower cut is chosen so the track is well-reconstructed by the Straw and
to ensure that the track momentum is above the RICH pion threshold, which
allows the use of RICH for positive π+ identification (Fig. 2.27).

– The upper cut maximises the π0 rejection by leaving ∼ 40 GeV of energy to
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4.1. 2016 Event Selection

the π0 from abundant K2π decays (Table 1.1). The photons from π0 → γγ

can then be detected with high efficiency.

– The upper cut also ensures sufficient π+–µ+ separation in the RICH (Fig. 2.27)
which lowers the probability of µ+ → π+ misidentification.

• Signals from downstream detectors are used to compute the π+ time with the
precision of 100 ps.

• KTAG sub-detector is used to verify that the reconstructed π+ originated from a
kaon by requiring there is a well-reconstructed KTAG candidate in-time with the
π+.

• Matching of a GTK track in-time with the KTAG candidate to the Straw track
corresponding to π+ is done using a specialised discriminant dependent on the
distance of the closest approach of the two tracks and the π+ and GTK track
times.

• The decay vertex is defined as a midpoint of a line segment spanning the shortest
distance between the two lines defined by the GTK and π+ tracks.

• A two-dimensional cut on the radial distance of the π+ from the beam line in the
first Straw station and the Z position of the decay vertex is performed in order
to suppress background originating from early kaon decays and interactions in
the material of the GTK sub-detector.

• Pion identification is done with LKr, MUV1, MUV2, MUV3 and RICH
sub-detectors:

– A multivariate classifier using information from LKr, MUV1 and MUV2
detectors was developed to distinguish pions from muons.

– Hits in the RICH and π+ momentum measured by the Straw are used to
determine the likelihood of different mass hypotheses for the π+ track.

– Additionally, RICH hits are fitted with a single ring and the obtained radius
is used together with the momentum measured by the Straw to determine
the mass of the π+ candidate. A cut on this mass is applied to improve the
π+ identification further.

– Presence of no reconstructed MUV3 candidate in-time with the π+ is required.

• Photon veto detectors LAV, IRC, SAC and LKr are used to suppress background
from decays producing photons either as primary decay products, from π0 decays
or as radiative photons.

• Events with photon interactions upstream of the LKr are identified by the
multiplicity rejection, which correlates the activity in downstream sub-detectors
unrelated to the π+.
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4.2. Result from 2016 Data Sample

The overall π+ identification efficiency is measured to be 64%, while the probability of
µ+ → π+ misidentification is O(10−8).

Figure 4.2 shows two-dimensional distribution of the m2
miss as a function of the π+

momentum (under the π+ mass hypothesis) for events passing the described selection
without applying the π+ identification and photon rejection [41]. Signal regions are
shown using red boxes. The regions corresponding to the three main background sources
are indicated by black boxes. Control regions are bounded by dashed lines.

Figure 4.2: m2
miss as a function of the π+ momentum for events defined in the text.

4.2 Result from 2016 Data Sample

The number of kaon decays NK registered in the analysed data sample, collected in
approximately one month of data taking in 2016, was computed using the number
N(K2π) of selected events from the normalisation channel K2π

NK = N(K2π) ·D
A(K2π) · B(K2π) = (1.21± 0.04syst)× 1011, (4.2)

where D is the downscaling factor of the trigger used to select the normalisation sample
(Control trigger, see subsection 2.2.11), A(K2π) is the acceptance of the K2π selection
evaluated using K2π MC sample and B(K2π) is the K2π branching fraction [18]. The
quoted systematic uncertainty comes mainly from error on A(K2π) and dependence of
NK on the π+ momentum.

The single event sensitivity SES, defined as

SES = 1
NK · ε(Kπνν)

,

ε(Kπνν) = A(Kπνν) · εtrigger · εRV, (4.3)

where A(Kπνν) is the acceptance of the Kπνν selection evaluated on Kπνν MC sample,

127



4.2. Result from 2016 Data Sample

εtrigger is the efficiency of a trigger dedicated to select Kπνν events and 1− εRV is the
probability of signal events being discarded by photon and multiplicity rejections due
to accidental activity in the detector (see [41] for more details), is equal to

SES = (3.15± 0.01stat ± 0.24syst)× 10−10 . (4.4)

Assuming the most recent Standard Model prediction for the Kπνν branching fraction
(Eq. 1.7), the expected number of signal N expected, SM

πνν and background N expected
background events

in signal regions R1 and R2 combined, is

N expected, SM
πνν = 0.267± 0.001stat ± 0.020syst ± 0.032ext,
N expected

background = 0.152+0.092
−0.033|stat ± 0.013syst, (4.5)

where the dominant background contribution comes from the K+ → π+π0(γ) and
upstream kaon decays.

After unblinding the signal regions, one event is observed in region 2 with the π+

momentum equal to 15.3 GeV/c and RICH hits clearly compatible with the pion
hypothesis, as shown in Fig. 4.3.

Figure 4.3: Left: m2
miss as a function of the π+ momentum for events passing the final

Kπνν selection. Signal regions are shown using red rectangles. One signal event is
observed in region 2. Right: RICH rings corresponding to different mass hypotheses
(red, blue, magenta) and positions of RICH hits associated to the π+ track, [41].

The observed upper limit of the Kπνν branching fraction at 95% confidence level is

B(K+ → π+νν̄) < 14× 10−10 . (4.6)
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4.3. Prospects for the Future

4.3 Prospects for the Future

The presented K+ → π+νν̄ analysis was performed on ∼ 2% of the overall NA62 data
sample collected in years 2016 to 2018. It is expected that further improvements to the
detector performance and design, especially the installation of shielding in 2017 and an
upstream collimator in 2018 will allow for certain cuts in the selection to be revised in
order to increase the signal acceptance without decreasing the signal over background
ratio.

The current result can be viewed as a validation of the new technique of B(K+ → π+νν̄)
measurement using kaon decays in-flight. The NA62 Collaboration has high hopes in
achieving the initial goal of measuring the Kπνν branching fraction to O(10%) precision.
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Conclusions
The presented thesis focused on the measurement of form factor parameters and
branching fraction of a rare charged kaon decay K+ → π+µ+µ− (Kπµµ) at the NA62
experiment at CERN using a subset of 2017 data sample.

In chapter 2, we have given a description of the NA62 detector setup, discussed our
event selections used to collect Kπµµ signal and K+ → π+π+π− normalisation events,
and presented results of the K+ → π+µ+µ− analysis motivated in chapter 1. The
K+ → π+µ+µ− form factor can be described in terms of two low energy constants a
and b, which were measured to be

a = −0.564± 0.034stat ± 0.024syst ± 0.001ext = −0.564± 0.042,
b = −0.797± 0.118stat ± 0.114syst ± 0.003ext = −0.797± 0.164,

which gives the model-dependent Kπµµ branching fraction equal to

B(Kπµµ)× 108 = 9.32± 0.17stat ± 0.23syst ± 0.04ext = 9.32± 0.29 .

The statistical errors are dominated by the limited Kπµµ signal sample of 3074 event
candidates. The largest contributions to systematic uncertainties are estimates of Straw
reconstruction and trigger efficiency effects. The obtained results are in agreement with
the previous measurement performed at the NA48/2 and with the world average.

The presented analysis was performed on the dataset collected in a period of one month
and the selected Kπµµ signal sample is comparable in size to the total NA48/2 Kπµµ

sample. Additionally, approximately 10-times lower background in our Kπµµ sample
compared to the NA48/2, is observed. Once the full available dataset, collected in 2017
and 2018, is analysed we estimate that the total Kπµµ sample will be more than 5-times
larger than in the current analysis. The two most important systematic effects are
currently being studied. After they are resolved, the NA62 experiment should produce
a world-leading Kπµµ results.

In addition to the theoretical description of the rare Kπµµ decay, chapter 1 also explained
the motivation for the primary NA62 measurement of the branching fraction of an
ultra-rare charged kaon decay K+ → π+νν̄ (Kπνν). Chapter 4 summarises the first
published result of the Kπνν analysis on 2016 data sample, in which one Kπνν candidate
event was observed and an upper limit on the Kπνν branching fraction, compatible with
the Standard Model predictions, was given.

Chapter 3 summarised the measurements of MUV3 and CHOD sub-detector efficiencies
performed during the first two years of author’s PhD studies. The obtained efficiencies
are above 99%.
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A CKM Matrix and Unitarity Triangle

The CKM matrix VCKM was proposed by Kobayashi and Maskawa [33] in 1973. Being
a 3× 3 unitary matrix, it can be parametrised with three real angles and one complex
phase (Eq. A.2) and is responsible for the mixing between the strong (mass) quark
eigenstates d, s, b and the weak eigenstates d′, s′, b′


d′

s′

b′

 = VCKM


d

s

b

 =


Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb



d

s

b

 . (A.1)

In terms of the three Euler angles θ12, θ23, θ13 and a complex phase δ, the CKM matrix
reads (cij = cos(θij) and sij = sin(θij)) [18]

VCKM =


c12c13 s12c13 s13e

−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13

s12s23 − c12c23s13e
iδ −c12s23 − s12c23s13e

iδ c23c13

 . (A.2)

The unitarity of the CKM matrix leads to the following 12 relations

∑
j∈{d,s,b}

VijV
∗
kj = δik, i, k ∈ {u, c, t},

∑
j∈{u,c,t}

V ∗jiVjk = δik, i, k ∈ {d, s, b} . (A.3)

One of the vanishing relations,

VudV
∗
ub + VcdV

∗
cb + VtdV

∗
tb = 0, (A.4)

is usually used to draw the CKM unitarity triangle. This triangle is obtained from
Eq. A.4 by dividing the whole equation by VcdV ∗cb, thus obtaining

VudV
∗
ub

VcdV ∗cb
+ 1 + VtdV

∗
tb

VcdV ∗cb
= 0 . (A.5)

One can then introduce new real parameters ρ and η defined from Eq. A.5

1 + VtdV
∗
tb

VcdV ∗cb
= −VudV

∗
ub

VcdV ∗cb
≡ ρ+ iη . (A.6)

Magnitude of parameter η fully determines the amount of direct CP violation.
Equation A.6 represents a triangle in the complex plane with vertices (0, 0), (1,
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0) and (ρ, η), see Fig. A.1. The corresponding angles α, β and γ are

α = arg
(
−VtdV

∗
tb

VcdV ∗cb

)
, β = arg

(
−VcdV

∗
cb

VcdV ∗cb

)
, γ = arg

(
−VudV

∗
ub

VcdV ∗cb

)
. (A.7)

Figure A.1: CKM unitarity triangle [18].

Experimental measurements of the CKM matrix elements and verification of its unitarity
are of great interest to current particle physics. The results of the most recent fit are
shown in Fig. A.2.

Figure A.2: Experimental constraints on the CKM unitarity triangle [98].
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B Form Factor Fitting Procedure

B.1 Motivation

In this appendix a fitting procedure used to determine the form factor parameters a
and b of the K+ → π+µ+µ− (Kπµµ) decay is described. Both parameters are evaluated
simultaneously using a χ2-like test statistic based on the Pearson’s χ2 test presented
in [99] and expanded in [100]. However, the test statistics used in the cited literature
are not sensitive to the overall normalisation of the two histograms being compared,
since the used "consistency checks" are based solely on probabilities of events falling
into various bins in the two histograms, disregarding the overall normalisations of the
compared histograms.

Our aim is to determine both form factor parameters in a single fit. Therefore, the
test statistic derived for the presented form factor fitting procedure has to be sensitive
to the shape as well as the normalisation of the two compared histograms, since the
Kπµµ form factor parameters determine both shape of the dΓ/dz and the total Kπµµ

branching fraction.

B.2 Description of the Procedure

Since the form factor W (z) does not depend on the kinematic variable x defined in
subsection 1.3.2, the fitting involves only one-dimensional histograms in the kinematic
variable z.

The following quantities are needed as an input to the fitting procedure:

• Vectors zDATA and dDATA for all events passing the Kπµµ selection criteria,
containing a total number of NDATA

πµµ reconstructed values of z and their
corresponding trigger downscale factors, respectively.

• Vector zMC (ztruthMC ), which is an equivalent vector containing reconstructed (true)
z values of all MC events passing the selection, generated at an arbitrary point in
the a− b plane: (aNA62 MC, bNA62 MC).

• The total number of Kπµµ MC events generated in the fiducial decay region defined
in the standard selection is Ngenerated

πµµ .

• The total K3π acceptance A(K3π).

• Each K3π data event is weighted by the downscale factor of the Multi-track trigger
chain. The sum of these weights is N(K3π). The K3π branching fraction is B(K3π)
(Table 1.1).
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B.2. Description of the Procedure

• The Kπµµ decay branching fraction B(Kπµµ)(a, b) for any tested values of a and b
is computed as a numerical integral of Eq. 1.31 divided by the total K+ decay
width [18].

The vector zDATA of data events is used to fill a weighted histogram hDATA, with the
weights equal to the downscale factor of the Di-muon trigger stream. It can be seen from
Fig. 1.9 and Fig. B.1 that both the differential decay width and the signal acceptance
approach zero for high z values. This implies that if all bins of hDATA were of equal
size, some bins in high-z region would contain low statistics1. However, the χ2 tests
assume Gaussian errors on bin contents, which is not satisfied for bins with low number
of events.
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Figure B.1: Example of an (almost) equipopulous DATA histogram hDATA (left) and
the Kπµµ signal acceptance displayed in the same binning as hDATA (right).

We correct for this by splitting the zDATA vector into r sub-sets of (almost) equal size
and setting the bin edges of hDATA so that each bin contains one of these sub-sets. This
way we obtain histogram hDATA with (almost) equipopulous bins, similar to the one
showed in Fig. B.1. The information about the shape of the underlying distribution is
thus translated into the positions of bin edges.

The role of the Kπµµ MC sample in the form factor fitting procedure is discussed in
the rest of this section. As it is not feasible to generate sufficiently large MC samples
for every conceivable point in the a − b plane, we use the reweighting technique: at
every step of the minimisation of our test statistic (for each tested a and b) another
histogram hMC(a, b) of the same binning as hDATA is filled with weighted events from
the MC vector zMC containing reconstructed MC z values. The aim of the discussed
procedure is to find such values of a and b, in which both the shape and normalisation
of the hDATA and hMC(a, b) histograms are consistent.

The reweighting of the MC histogram hMC(a, b) is done event-by-event using the weight
function

wi(a, b) = dΓ(ztruthMC i, a, b)
dΓ(ztruthMC i, aNA62 MC, bNA62 MC) , (B.1)

1Of course, the expression "low statistics" is a little ambiguous, since it depends on the size of bins.
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B.2. Description of the Procedure

where ztruthMC i is the i-th component of the ztruthMC vector.

In order to speed up the fitting as much as possible, the denominator in Eq. B.1 is
precomputed for every ztruthMC i before the actual fitting begins, since it does not depend
on the tested (a, b) point. Additionally, the numerator can be rewritten as

dΓ(ztruthMC i, a, b) = α2MK

8π(4π)4

 xmax(z)∫
xmin(z)

f(x, z)dx

× |W (z, a, b)|2
∣∣∣∣∣∣∣
z=ztruth

MC i

, (B.2)

where xmin(z) and xmax(z) are minimal and maximal values of kinematic variable x for
a particular value of z (see Fig. 1.8 for illustration). Function f(x, z) is equal to

f(x, z) = η(x, z)
∏

i,j=1,2,3
i 6=j

Ω(sij(x, z)), (B.3)

with η(x, z) and Ω(sij(x, z)) defined in Eq. 1.30 and Eq. 1.32, respectively. The squared
norm |W (z, a, b)|2 of the Kπµµ form factor is written as

|W (z, a, b)|2 = g0(a) + g1(a, b)z + g2(b)z2, (B.4)

where

g0(a) = W 2
Re(z) +W 2

Im(z) + 2aWRe(z)GFM
2
K + a2G2

FM
4
K ,

g1(a, b) = 2bWRe(z)GFM
2
K + 2abG2

FM
4
K ,

g2(b) = b2G2
FM

4
K , (B.5)

with WRe(z) and WIm(z) being real and imaginary parts of W ππ(z) defined in Eq. 1.36,
respectively.

The integral of f(x, z) in Eq. B.2 is also evaluated for each element in the ztruthMC vector
before the fitting. Using these steps, the weight wi(a, b) can be obtained by simple (and
computationally fast) multiplication and division instead of multiple time-consuming
numerical integrations.

Final step that needs to be performed before hDATA and hMC(a, b) can be compared is
the scaling of hMC(a, b). At this stage, the integral of hMC(a, b) is equal to the sum of
all event weights wi(a, b), which is generally a large number, comparable to the size of
the Kπµµ MC sample.

Our goal however, is to normalise hMC(a, b) to the number of Kπµµ events one would
expect based on the tested (a, b) point and the number of K3π events observed in data
(N(K3π)). This can be achieved by first calculating:
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B.3. Derivation of the X2 Test Statistic

• the number of kaon decays in data using N(K3π), B(K3π) and A(K3π):

NDATA
K = N(K3π)

B(K3π) · A(K3π) , (B.6)

• the number of kaon decays corresponding to the generated Kπµµ decays Ngenerated
πµµ

using B(Kπµµ)(aMC, bMC):

NMC
K = Ngenerated

πµµ /B(Kπµµ)(aMC, bMC) . (B.7)

Next we define the MC scaling factor

s = NDATA
K /NMC

K , (B.8)

which is then used to scale the hMC(a, b) histogram∫
hMC(a, b)→ s×

∫
hMC(a, b) . (B.9)

Taking these precise steps to normalise hMC(a, b) takes care of the fact that different
(a, b) points change kinematics of the Kπµµ decay, which consequently changes the
overall signal acceptance. Normalising to the number of kaons decaying in the fiducial
region ensures that any change in acceptance is automatically taken into account by
the previously described MC reweighting technique.

B.3 Derivation of the X2 Test Statistic

In this subsection we will derive the χ2-like test statistic denoted X2 used for testing the
hypothesis that the histograms hDATA and hMC(a, b) come from the same distribution
and are consistent in normalisation.

Let the sum of weights in the j-th bin of the hDATA histogram with r bins be nj, the
sum of squares in the same bin be s2

j , the total sum of weights in all of the bins in
hDATA be N and the total sum of squares of weights in all of the bins in hDATA be S2.

Furthermore, for a particular currently tested pair of values a and b, let the sum of
weights in j-th bin of the hMC(a, b) histogram be mj, the sum of squares of weights in
the same bin be q2

j , the total sum of weights in all of the bins in hMC(a, b) be M and
the total sum of squares of weights in all of the bins in hMC(a, b) be Q2.

If the hypothesis that hDATA and hMC(a, b) are from the same distribution and are
consistent in normalisation is true, there exists a r-dimensional vector p of constants
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B.3. Derivation of the X2 Test Statistic

pj, for which
r∑
j=1

pj = 1, and a number K ∈ R+ such that

P (nj|pj, N) = 1√
2πs2

j

exp
[
−(nj −Npj)2

2s2
j

]
,

P (mj|pj,M) = 1√
2πq2

j

exp
[
−(mj −Mpj)2

2q2
j

]
,

P (N |K) = 1√
2πS2

exp
[
−(N −K)2

2S2

]
,

P (M |K) = 1√
2πQ2 exp

[
−(M −K)2

2Q2

]
, (B.10)

where we assumed normal distributions for the sum of weights in hDATA and hMC.

We can write the total probability of observing sum of weights nj in j-th bin in hDATA
and simultaneously obtaining the sum of weights mj in j-th bin in hMC(a, b) as

P (nj,mj|pj, K) = P (nj|pj, K) · P (mj|pj, K)
= [P (nj|pj, N)P (N |K)] · [P (mj|pj,M)P (M |K)] .

Multiplying over all bins while keeping the P (N |K) and P (M |K) probabilities out of
the product, one gets the probability of observing all the values n in hDATA and m in
hMC(a, b)

P (n,m|p, K) =
 r∏
j=1

P (nj|pj, N)P (mj|pj,M)
P (N |K)P (M |K). (B.11)

Using Eq. B.11, the likelihood for parameters p and K given the observed values n and
m is

L(p, K|n,m) = P (n,m|p, K). (B.12)

Taking the natural logarithm of Eq. B.12 and differentiating with respect to pj and K,
one obtains maximum likelihood estimators p̂j and K̂ equal to

p̂j =
Nnjq

2
j +Mmjs

2
j

N2q2
j +M2s2

j

−−−→
q2
j→0

mj

M
, K̂ =

N
r∑
j=1

q2
j +M

r∑
j=1

s2
j

r∑
j=1

q2
j +

r∑
j=1

s2
j

−−−→
q2
j→0

M, (B.13)

where the limit q2
j → 0 is equivalent to the limit of large Kπµµ MC sample: scaling

hMC(a, b) filled with large number of events down to the value similar to N causes the
bin errors qj to approach zero. The obtained limits on on p̂j and K̂ are dominated by
MC contributions mj and M , which is intuitively sensible.
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B.4. Validating the X2 Test Statistic

It is worth noting that the estimator p̂j is the same as in [100] and is the one used in
the TH1::Chi2Test(...) in the ROOT library [83]. By doing this calculation however,
we gained the additional estimator K̂ for the normalisation. Following the example of
[100], we may propose a test statistic

X2 =
r∑
j=1

[
(nj −Np̂j)2

s2
j

+ (mj −Mp̂j)2

q2
j

]
+ (N − K̂)2

S2 + (M − K̂)2

Q2 , (B.14)

which should approximately follow the χ2
(r−2) distribution.

The minimisation ofX2 is done using ROOT class TMinuit, which is a C++ implementation
of the Fortran MINUIT package developed by Fred James [101].

B.4 Validating the X2 Test Statistic

The proposed X2 test statistic was validated on the official NA62 Kπµµ and K3π MC
samples. Acceptances of both Kπµµ and K3π selections were calculated from these
samples. For the purpose of this test, all relevant trigger efficiencies were assumed to
be equal to unity2.

The fitting algorithm was checked for bias using 10k pseudo-experiments. In each
pseudo-experiment, the Kπµµ MC events passing the standard Kπµµ selection were
randomly split into 2 sub-samples:

• A sub-sample of ND events was selected and treated as “data” events with which
the hDATA histogram was filled. The value of ND was chosen randomly from a
Poisson distribution with mean 3000, which represented a good estimate of the
number of Kπµµ events expected in the anlyzed NA62 data sample.

• The rest of the events were treated as a real MC sample used for filling the
hMC(a, b) histogram during fitting.

In order to emulate the fact that the true form factor parameters given by Nature differ
from those used in the MC sample generation, we randomly selected atrue and btrue for
each pseudo-experiment. Both parameters were drawn independently (disregarding
correlations) from Gaussian distributions with means and standard deviations equal to
the values measured by NA48/2 [74] and shown in Eq. 1.38.

All events in the “data” sub-sample of size ND were then reweighted using Eq. B.1
to match the chosen parameters atrue and btrue. The number of equipopulous bins of
hDATA was chosen to be 15, which implies the test statistic X2 should follow the χ2

13

distribution. The sum of weights of hDATA was equal to N .
2This does not affect the validation of the fitting procedure, since in the actual fit of NA62 data,

the trigger efficiencies were applied on MC using trigger-emulator-based accept/reject method, which
means they are parts of the Kπµµ and K3π acceptances.
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B.4. Validating the X2 Test Statistic

The number of observed K3π events (N(K3π)), which comes to our actual analysis of the
NA62 Kπµµ data sample as a separate normalisation input, had to be computed for each
pseudo-experiment using N , B(K3π), A(Kπµµ)(z), A(K3π) and dΓ(z, atrue, btrue)/dz. To
achieve this, some approximations were necessary. Remembering our assumption that
all trigger efficiencies are equal to unity, N(K3π) is precisely equal to

N(K3π) = B(K3π) · A(K3π) ·NK , (B.15)

where NK is the number of kaon decays obtainable from N , A(Kπµµ)(z) and dΓ/dz in
the following way

NK = N∫
A(Kπµµ)(z) · 1

ΓK ·
dΓ(z,atrue,btrue)

dz dz
≡ N∫

A(Kπµµ)(z) · B(z, atrue, btrue)dz
,

(B.16)
with ΓK being the total K+ decay width [18].

The integral in Eq. B.16 is the place where approximations need to be made. Since
the acceptance function is only known in bins of z as shown in Fig. B.1 and not as a
continuous function, the integral cannot be evaluated precisely. Instead, we computed
it as a sum over bins in z

∫
A(Kπµµ)(z) · B(z, atrue, btrue)dz =

r∑
j=1

Aj ·
zhigh
j∫

zlow
j

B(z, atrue, btrue)dz

 , (B.17)

where zlowj and zhighj are positions of j-th bin edges, and Aj is the value of the Kπµµ

acceptance histogram (Fig. B.1) in bin j.

The obtained number N(K3π) was then smeared using Poisson distribution to simulate
random fluctuations of the number of observed K3π decays around the expected value.

For each pseudo-experiment, the fitting started at point (a, b) = (−2,−2). This point
was chosen because it lies several standard deviations from the central (a, b) point given
by Eq. 1.38 and so it also lies sufficiently far from the chosen point (atrue, btrue) (which
should be the local minimum of X2), thus mitigating the risk of introducing bias by
starting too close to the minimum.

The fitting algorithm was validated by investigating several quantities plotted in Figs.
B.2, B.3, B.4 and Fig. B.5:

• The difference between the fitted values afit and bfit and the true values atrue and
btrue was examined and is shown in Fig. B.2.

• Parameter pulls3, shown in Fig. B.3, were used to test for bias in fit error estimation,
3Pull of a parameter fit is defined as the difference between the fitted and the true value of the

parameter, divided by the parameter fit error.
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B.4. Validating the X2 Test Statistic

since the pull of an unbiased fit should follow the N (0, 1) distribution.

• Normalisation of hMC(a, b) at the fitted (a, b) point was computed and compared
to the hDATA normalisation equal to N (Fig. B.4). The aim of this step was to
verify that, on average, the fitting converges to such point in the a− b plane, in
which the data and MC histograms have similar normalisations.

• Values of the X2 statistic at the acquired minima for each pseudo-experiment are
shown in Fig. B.5. The resulting spectrum was fitted with the χ2

ndf function. As
expected, the X2 test statistic is compatible with a χ2

13 distribution.

Overall, we found the proposed X2 test statistic to be reasonably unbiased and suitable
for the use in the actual fitting of the K+ → π+µ+µ− form factor parameters.
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Figure B.2: Distribution of the difference between the fitted and real a (left) and b
(right) form factor parameters.
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Figure B.5: Distribution of the X2 test statistic for 10k pseudo-experiments and the fit
to a χ2 distribution. The X2 distribution is compatible with a χ2

13 distribution.

For completeness, let us mention that the fitting procedure was also tested using the
X2 test statistic in the limit case of large MC sample mentioned above (q2

j → 0) as well
as using a simplistic test statistic

X2
1 =

r∑
j=1

(nj −mj)2

s2
j

. (B.18)
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B.4. Validating the X2 Test Statistic

These more approximate methods give slightly different central values and larger error
estimates on a and b. We consider the three methods to be in reasonable agreement.
However, due to its robustness and proper treatment of statistical errors arising from
finite MC samples, we chose to use the X2 test statistic for all results presented in this
thesis.
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C Treatment of discrepancies in data and
MC E/p spectra

Generally speaking, any data–MC disagreement causes selection acceptances obtained
from MC samples to not be applicable to data samples. The cut on the Ei

cluster/p
i
track

(from now only E/p) variable shown in Eq. 2.12 results in different percentage of
surviving data and MC events, which alters the data and MC selection acceptances by
different relative amounts.

In this appendix we describe the treatment of discrepancies between data and MC
E/p spectra of pion tracks shown in Fig. 2.32. Let us firstly define several necessary
variables:

• Let theK3π andKπµµ selection acceptances for data events with (without) the E/p
cut applied be Aw/

DT(Kπµµ) (Aw/o
DT (Kπµµ)) and Aw/

DT(K3π) (Aw/o
DT (K3π)), respectively.

• Let the K3π and Kπµµ selection acceptances for MC events with (without) the E/p
cut applied be Aw/

MC(Kπµµ) (Aw/o
MC(Kπµµ)) and Aw/

MC(K3π) (Aw/o
MC(K3π)), respectively.

• Let the probability of a pion having E/p smaller than the default cut value in
data (MC) be PDT (PMC).

• Let the probability of a muon having E/p larger than the default cut value in
both data and MC be negligible. This assumption is supported by the right-most
plot in Fig. 2.32.

The following relations are obvious

A
w/
DT(K3π) = (PDT)3 · Aw/o

DT (K3π),
A

w/
MC(K3π) = (PMC)3 · Aw/o

MC(K3π),
A

w/
DT(Kπµµ) = (PDT)1 · Aw/o

DT (Kπµµ),
A

w/
MC(Kπµµ) = (PMC)1 · Aw/o

MC(Kπµµ), (C.1)

where the powers of PDT and PMC are given by the number of pions produced in each
decay mode. The obvious problem is that neither of the data acceptances is directly
measurable. However, assuming the data and MC acceptances without the E/p cut
applied are the same, namely

A
w/o
DT (K3π) = A

w/o
MC(K3π),

A
w/o
DT (Kπµµ) = A

w/o
MC(Kπµµ), (C.2)
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one can rewrite Eq. C.1 in the following form

A
w/
DT(K3π) =

(
PDT

PMC

)3
· Aw/

MC(K3π),

A
w/
DT(Kπµµ) =

(
PDT

PMC

)1
· Aw/

MC(Kπµµ), (C.3)

with the MC acceptances with the E/p cut applied easily measurable.

The final step is to realise that the K3π and Kπµµ acceptances enter the B(Kπµµ)
computation in ratio

B(Kπµµ) = B(K3π)N(Kπµµ)
N(K3π)

A
w/
DT(K3π)

A
w/
DT(Kπµµ)

= B(K3π)N(Kπµµ)
N(K3π)

A
w/
MC(K3π)

A
w/
MC(Kπµµ)

(
PDT

PMC

)2
,

(C.4)

with the measured (emulated) trigger efficiencies included as parts of the data (MC)
acceptances.

Since the Kπµµ acceptance is dependent on the values of Kπµµ form factor parameters, it
does not enter the Kπµµ form factor fitting procedure directly (Appendix B). However,
the K3π acceptance enters as an external parameter (together with N(K3π) and B(K3π)),
which allows us to view Eq. C.4 as a necessary modification of the Aw/

MC(K3π) ≡ Aold(K3π)
acceptance

Anew(K3π) =
(
PDT

PMC

)2
· Aold(K3π) ≡ f · Aold(K3π) . (C.5)

Taking the values of PDT and PMC from Fig. 2.32 (left), one obtains

PDT = 99.001%, PMC = 99.065%, (C.6)

which gives

f = 1− 0.0013 . (C.7)

We observe that PDT and PMC depend differently on track momenta. This difference is
discussed in subsection 2.15.9 and is treated as a systematic uncertainty.

144



D Trigger efficiency plots
In this appendix, measured and emulated efficiencies of Multi-track and Di-muon trigger
conditions are shown.

Multi-track trigger efficiencies start with Fig. D.1 and end with Fig. D.13. They are
shown for data and K3π MC events passing our K3π selection described in section 2.8
and section 2.9 as functions of various relevant variables.

Di-muon trigger efficiencies start with Fig. D.14 and end with Fig. D.27. They are
shown for data, K3π MC with two π → µν decays and Kπµµ MC events passing our
Kπµµ selection described in section 2.10 as functions of various relevant variables.
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Figure D.1: ε(Multi-track) versus track momenta.
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Figure D.2: ε(Multi-track) versus negative track momenta.
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Figure D.3: ε(Multi-track) versus positive track momenta.
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Figure D.4: ε(Multi-track) versus track Θ, defined in section 2.8.
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Figure D.5: ε(Multi-track) versus negative track Θ, defined in section 2.8.
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Figure D.6: ε(Multi-track) versus positive track Θ, defined in section 2.8.
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Figure D.7: ε(Multi-track) versus X-position of the decay vertex.
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Figure D.8: ε(Multi-track) versus Y -position of the decay vertex.
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Figure D.9: ε(Multi-track) versus Z-position of the decay vertex.
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Figure D.10: ε(Multi-track) versus vertex pX .
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Figure D.11: ε(Multi-track) versus vertex pY .
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Figure D.12: ε(Multi-track) versus vertex pZ .
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Figure D.13: ε(Multi-track) versus beam intensity.
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Figure D.14: ε(Di-muon) versus track momenta.
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Figure D.15: ε(Di-muon) versus negative track momenta.
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Figure D.16: ε(Di-muon) versus positive track momenta.
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Figure D.17: ε(Di-muon) versus track Θ, defined in section 2.8.
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Figure D.18: ε(Di-muon) versus negative track Θ, defined in section 2.8.
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Figure D.19: ε(Di-muon) versus positive track Θ, defined in section 2.8.
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Figure D.20: ε(Di-muon) versus X-position of the decay vertex.

0.04− 0.03− 0.02− 0.01− 0 0.01 0.02 0.03 0.04
 Vertex Y position [m]

0.95

0.96

0.97

0.98

0.99

1

 E
ffi

ci
en

cy

 dataµ2→
π3

(RICH), KεMeasured Di-muon 

 MCµ2→
π3

(RICH), KεEmulated Di-muon 

 MCµµπ(RICH), KεEmulated Di-muon 

0.04− 0.03− 0.02− 0.01− 0 0.01 0.02 0.03 0.04
 Vertex Y position [m]

0.94

0.95

0.96

0.97

0.98

0.99

1

 E
ffi

ci
en

cy

 dataµ2→
π3

(QX), KεMeasured Di-muon 

 MCµ2→
π3

(QX), KεEmulated Di-muon 

 MCµµπ(QX), KεEmulated Di-muon 

0.04− 0.03− 0.02− 0.01− 0 0.01 0.02 0.03 0.04
 Vertex Y position [m]

0.9

0.92

0.94

0.96

0.98

1

 E
ffi

ci
en

cy

 dataµ2→
π3

(MO2 | QX), KεMeasured Di-muon 

 MCµ2→
π3

(MO2 | QX), KεEmulated Di-muon 

 MCµµπ(MO2 | QX), KεEmulated Di-muon 

0.04− 0.03− 0.02− 0.01− 0 0.01 0.02 0.03 0.04
 Vertex Y position [m]

0.8

0.82

0.84

0.86

0.88

0.9

0.92

0.94

0.96

0.98

1

 E
ffi

ci
en

cy

 dataµ2→
π3

), K
e

(STRAWεMeasured Di-muon 

 MCµ2→
π3

), K
e

(STRAWεEmulated Di-muon 

 MCµµπ), K
e

(STRAWεEmulated Di-muon 

Figure D.21: ε(Di-muon) versus Y -position of the decay vertex.
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Figure D.22: ε(Di-muon) versus Z-position of the decay vertex.
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Figure D.23: ε(Di-muon) versus vertex pX .
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Figure D.24: ε(Di-muon) versus vertex pY .
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Figure D.25: ε(Di-muon) versus vertex pZ .
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Figure D.26: ε(Di-muon) versus beam intensity.
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Figure D.27: ε(Di-muon) versus kinematic variable z defined in Eq. 1.28.
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